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and reviewers for their dedicated services to select and publish extremely high quality papers for 
publication in IJCSIS. In particular, we would like to thank all authors for submitting their high 
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published in IJCSIS. Without their continued and unselfish commitments, IJCSIS would not have 
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Abstract— Incidents of organized cybercrime are rising because 
of criminals are reaping high financial rewards while incurring 
low costs to commit crime. As the digital landscape broadens to 
accommodate more internet-enabled devices and technologies 
like social media, more cybercriminals who are not native 
English speakers are invading cyberspace to cash in on quick 
exploits. In this paper we evaluate the performance of three 
machine learning classifiers in detecting 419 scams in a bilingual 
Nigerian cybercriminal community. We use three popular 
classifiers in text processing namely: Naïve Bayes, k-nearest 
neighbors (IBK) and Support Vector Machines (SVM). The 
preliminary results on a real world dataset reveal the SVM 
significantly outperforms Naïve Bayes and IBK at 95% 
confidence level. 

Keywords-Machine Learning; Bilingual Cybercriminals; 419 
Scams;  

I.  INTRODUCTION (HEADING 1) 
Cybercrime has evolved from misuse and, or abuse of 

computer systems to sophisticated organized crime exploiting 
the internet. The causes of increasing incidents of cybercrime 
are attributed to: widespread internet access, increasing volume 
of internet-enabled devices and integration of social 
networking in computing architectures. These global internet-
driven computing architectures continue to expand and build 
on top of existing immeasurable vulnerabilities, which provide 
miscreants with low barriers to commit and profit from 
cybercrime. 

There are numerous types of cybercrime. Some research  
categorizes cybercrime into content-based and technology-
based crime [1]. Other studies provide elaborate classification 
of cybercrime to include offences against confidentiality, 
availability and integrity of information and information 
technology [2].  In each category is a list of crimes that offer 
cybercriminals incentives and tools with capabilities to exploit 
computer system vulnerabilities for high financial rewards. 
Criminals also use the internet to obtain sophisticated tools for 
exploiting their victims without being detected or apprehended. 
Cyberspace provides criminals with capabilities for using 
dissociative anonymity to assume fake identifies for 
committing crime [3]. However, with social media, the true 
identities of cybercriminals can be leaked when the actor's 
friends in the criminal social network do not implement the 
same levels of privacy to hide their identities. 

This study extends work in a previous paper [4] by 
implementing machine learning algorithms to detect 419 scams 
within an actual bilingual cybercriminal community. The main 
contribution of this paper is evaluation of the performance of 
machine learning algorithms in detecting 419 scams an actual 
bilingual cybercriminal community in a social network . We 
use in English as well as English and Nigerian Pidgin to 
evaluate the classifiers using the unigram and bigram models. 
We use three classifiers to detect 419 scammers within this 
cybercriminal community namely: Naïve Bayes, Support 
Vector Machines and k-Nearest Neighbor. Support Vector 
Machines significantly out-performed the other classifiers on 
datasets comprising of both English and Nigerian Pidgin 
unigram and bigram models at 95% confidence level. This 
because Nigerian Pidgin vocabulary has fewer words compared 
to English hence Support Vector  Machines tend to work well 
such datasets. 

The rest of the paper is organized as follows: in Section 2 
we discuss related work. In Section 3 we describe the dataset 
and criteria for evaluating the performance of these classifiers. 
In Section 4 we present the results and discussion of our 
experimental study and in section 5 we  draw our conclusions. 

II. RELATED WORK 

There is a growing body of research investigating the 
context and impact of cybercrime due to the increasing 
number of incidents and numerous vectors that criminals are 
exploiting to profit from crime [5], [6], [7], [8].  There are 
numerous types of cybercrime which are categorized as 
content-based and technology-based crime. Content-based 
cybercrime includes: scams, phishing, fraud, child 
pornography, spamming etc., while technology-based crime 
includes but is not limited to hacking, code injection, 
espionage [1].  In this section we review existing research on 
content-based crime in general but scams in particular. We 
also define scams and bilingual cybercriminal networks in 
context to this paper. 

A. Nigerian Bilingual Cybercriminals and 419 Scams  
This paper  investigates  detection of 419 scams within a 

bilingual community of cybercriminals. The actors comprising 
the community of cybercriminals that we are studying was  
constructed into a graph in an earlier paper using publicly 

1 http://sites.google.com/site/ijcsis/ 
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leaked emails obtained from an online data theft service [4]. 
These scams are known as advance-fee fraud or 419 scams 
[9], [10].  419 scams originated  from Nigerian in the 1970s at 
smaller scale but escalated in the 1980s during the oil boom as 
posted letters and then transitioned to email in the 1990's with 
commercialization of the Internet [11]. With time the origin of 
419 scam cells expanded to different West African countries 
like Ghana, Cameroon, Ivory Coast, Benin as well other parts 
of the world. Although these scams usually go unreported, a 
2013 report revealed that victims lost $12.7 billion during that 
year to this category of cyber-criminals [11].  

Cybercriminals committing 419 scams speak at least two 
languages hence are  bilingual. For purposes of this paper we 
use the term bilingual cybercriminal community to refer an 
online community of criminal actors that use English and 
Nigerian Pidgin to exploit victims using 419 scams. This 
because Nigeria as well as other West African countries with 
419 scammers are very diverse countries with hundreds of 
local dialects. However, English and Nigerian Pidgin are the 
most popular and widely common spoken languages spoken in 
West Africa.   

Nigerian Pidgin is an English-based pidgin comprising 
words from local Nigerian dialects and English. In Nigerian 
pidgin, the phrases are short compared to English while the 
English used in Nigerian pidgin does not follow proper 
grammar hence is broken English like any pidgin or Creole 
language.   

B. Content-based Cybercrime Detection 
Various research has studied detection of different types of 

content-based cybercrime like fraud, phishing and spam   [12], 
[13]. Wang et al., study spam in social networks to build a 
social spam detection framework that filters spam across 
multiple social networks namely: MySpace, Twitter and 
WebbSpam Corpus [14]. Bosma et al., develop a social spam 
detection framework that uses link analysis and this 
implemented on a popular social network [15]. Bhat et al., 
propose a community-based framework and apply ensemble 
classifiers to detect spammers within community nodes in 
online social networks [16], [17]. Other studies evaluate 
predictive accuracy of several machine learning algorithms like 
Support Vector Machines, Random Forests, Naïve Bayes, 
Neural Networks in predicting phishing emails [18], [19].  
Other research investigates the extent at which malware and 
spam has infiltrated online social networks [20]. However, 
these studies have not tackled bilingual datasets with 419 
scams which are obtained from an actual cybercriminal 
community and evaluated performance of machine learning 
algorithms in detecting such scams within online cybercriminal 
communities. 419 scams comprise work-at-home scams, high 
yield investment scams, lottery scams or rewards from pay-per-
click online adds. 

C. Machine Learning  
In this section we review supervised machine learning 

algorithms for our study. In supervised machine learning, the 
algorithms map inputs to specific outputs using input and 
output data [21]. We use three classifiers namely Naïve Bayes, 

Support Vector Machines and Decision Trees to detect scam in 
a social network of multi-lingual Nigerian cyber-criminals 
because these classifiers have been well studied and applied to 
spam and malware classification problems. 

a) Naïve Bayes: this a popular classifier which has been 
applied to a variety of learning problems that are investigating 
scams like phishing, spamming and injected malicious 
hyperlinks. The algorithm implements Bayes Theorem which 
assumes conditional independence in feature variables of a 
learning set to predict statistical outcomes [22], [23]. 

b) Support Vector Machines: this another popular 
algorithm and that uses hyperplanes in dimensional space to 
address classification problems. This algorithm has been used 
in studying  spam, fraud, malware , and phishing [24] [25].  

k-Nearest Neighbors (kNN): this is also  popular algorithm 
that uses instance-based learning to predict outcomes in 
learning problems. With instance-based learning, the kNN 
algorithm looks at the k-nearest neighbors when determining 
which instance to predict  [26]. 

III. DATASET 

We use a publicly leaked set of 1036 email addresses of 
Nigerian cybercriminals who are using an online data theft 
service called PrivateRecovery (which was formerly called 
BestRecovery) [27]. These cybercriminals are known for 
committing specific scams namely: advance-fee, online dating 
and Nigerian letter scams. Facebook lookups were conducted 
on each email address to identify corresponding public profiles 
of the criminal actors and their friends. The Facebook URLs of 
these actors was used in a previous paper to construct large 
graph of 43,125 criminal nodes [4]. These Facebook accounts 
of these criminal actors are real because the actors post and 
share a lot of personal information in form of text and 
photographs. The average number of friends for the 150 
important criminal actors is 490 while the 4966 is the 
maximum number of friends these actors have. For this study, 
we used public data from 150 criminal nodes which had a high 
PageRank. During data collection, we did not engage with or 
friend the actors through their Facebook accounts. 

A. Dataset Description 
For our experimental study, we first generate two primary 

datasets from records which are randomly selected from the 
150 Facebook accounts with high PageRank scores. Primary 
Dataset 1 (PD1) has English only records while Primary 
Dataset 2 (PD2) has half of the records in English and the other 
half in Nigerian Pidgin as shown in Table 1. The data in each 
primary dataset is labeled and then preprocessed to remove all 
non ASCII characters, symbols and punctuation marks except 
for the apostrophes, which we escaped. The data used in our 
classification problem is in two languages namely English and 
Nigerian Pidgin  both of which use Latin characters hence do 
not use special symbols or non ASCII characters which is 
typical in languages like French, Spanish etc that use such 
characters to emphasize accents for certain words. However, in 
the data there was some evidence of use non ASCII characters 
in form on text-based emoticons expressing emotion.  We do 
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not stem the English words in the sub-datasets but use term 
frequency-inverse document frequency (tf-idf) to weight the 
words. 

From each of the primary datasets we obtained two sub-
datasets of unigram words and bigram words as shown in Table 
I.  Sub-datasets (SD) A and B contains English unigram and 
bigram words respectively while  Sub-datasets (SD) C and D 
has both unigram and bigram words respectively in both 
English and Nigerian Pidgin. 

B. Classifier Evaluation Metrics 
Our study uses binary classification to train and test  text 

instances in the datasets as either scam or not-scam. To 
evaluate our classifiers we use Recall, Precision and F1 
measure on unigram and bigram word vectors.  Recall 
measures the percentage of scam messages that are detected 
hence this metric determines how well a classifier performs in 
identifying a condition.  Precision, however, measures  how 
many of the scam messages are detected correctly hence this is 
a measure of probability that a predicted outcome is the right 
one [28].  F1 measure is a harmonic mean of precision and 
recall.  

Let xns→ns  be the number of not-scam posts classified as 
not-scam, xns→s be the number of not-scam posts misclassified 
as scam, xs→ns be the number of scam posts misclassified as 
not-scam and xs→s be the scam posts classified as scam. 
Therefore the equations for recall, precision and F1 will be: 

  Recall =                        (1) 

  Precision  =                 (2) 

  F1 Measure  =                        (3) 

 

C. Experimental Setup 
In this section we demonstrate how we obtain results on 

performance of the three classifiers  in WEKA[29] using the  
four sub-datasets. To solve our classification problem we use 
three classifiers namely: Naïve Bayes (NB)[30], Support 
Vector Machines (LibSVM), and k-Nearest Neighbor (IBK) 
[26].  To obtain the results, each of the random sample sub-
datasets is split into training and testing tests. 80% of the data 
in each sub-dataset is randomly allocated for training and 20% 
for testing. We also used 10-fold cross validation method to 
improve the performance of the classifiers. Using cross 
validation, each of the four sub-datasets  were split up into 10 
sets of equal proportion. Training was done on nine sets while 
testing is done of one. This process was repeated 10 times to 
ensure independence of the elements in the sample and also to 
minimize biases in the outcomes. 

 

 

 

 

TABLE I.  DESCRIPTION OF DATASETS USED IN ANALYSIS  

PD # SD # 
Language N-Gram 

Words 
# Words 

1 A English Unigram 2081 
1 B English Bigram 12070 
2 C English & Nigeria Pidgin Unigram 1875 
2 D English & Nigeria Pidgin Bigram 3057 

TABLE II.  PRECISION, RECALL,  F-MEASURE, ROC CURVE  
AREA, PRECISION-RECALL CURVE FOR ENGLISH UNIGRAM WORDS 

USING SUB-DATASET A 

Classifier  Precision Recall F-Measure ROC Area PRC 
NB  0.915 0.911 0.911 0.964 0.96 
LIBSVM  0.886 0.885 0.885 0.947 0.945 
IBK  0.833 0.78 0.771 0.822 0.811 

TABLE III.  PRECISION, RECALL,  F-MEASURE, ROC CURVE  
AREA  AND PRECISION-RECALL CURVE FOR ENGLISH BIGRAM 

WORDS USING SUB-DATASET B 

Classifier Precision Recall F-Measure ROC Area PRC 
NB 0.72 0.565 0.473 0.895 0.883 
LIBSVM 0.673 0.656 0.648 0.742 0.734 
IBK 0.695 0.515 0.371 0.644 0.659 

TABLE IV.  PRECISION, RECALL,  F-MEASURE, ROC CURVE  
AREA  PRECISION-RECALL CURVE FOR ENGLISH AND NIGERIAN 

PIDGIN UNIGRAM WORDS USING SUB-DATASET C 

Classifier Precision Recall F-Measure ROC Area PRC 
NB 0.964 0.964 0.964 0.994 0.994 
LIBSVM 0.962 0.962 0.962 0.993 0.994 
iBK 0.851 0.79 0.781 0.915 0.921 

TABLE V.  PRECISION, RECALL,  F-MEASURE, ROC CURVE  
AREA  AND PRECISION-RECALL CURVE FOR ENGLISH AND 
NIGERIAN PIDGIN BIGRAM WORDS USING SUB-DATASET D 

Classifier Precision Recall F-Measure ROC Area PRC 
NB 0.887 0.861 0.859 0.981 0.981 
LIBSVM 0.898 0.895 0.895 0.94 0.928 
iBK 0.844 0.796 0.789 0.901 0.909 

 

IV. EXPERIMENTAL RESULTS 

A. Results of Evaluation Metrics 
In this section we first present the experimental results for 

performance of the classifiers on unigram and bigram words 
for the four sub-datasets. The evaluate the classifiers we use 
precision, recall, F-measure, ROC Curve and PR-Curve on 
datasets .   

Table II shows the results for performance of the three 
classifiers using sub-dataset A of English unigrams. The results 
in this table reveal has precision of 0.915, recall of 0.911, f-
measure of 0.911, ROC Area of 0.964 and PRC of 0.96.  
LibSVM has a precision of 0.866, recall of 0.885, f-measure of 
0.885, ROC Area of 0.947 and PR-curve of 0.945. IBK has a 
precision of 0.833, recall of 0.78, f-measure of 0.771, ROC-
curve of 0.822 and PR-curve of 0.811. 

Table III  presents results of the 3 classifiers using sub-
dataset B of English bigram words. Detailed results in this table 
indicate that Naïve Bayes has a precision of 0.72. recall of 
0.565, f-measure of 0.473, ROC Area of 0.895 and PR curve of 
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0.883. Comparatively, LibSVM has precision of 0.673, recall 
of 0.656, f-measure of 0.648, ROC Area of 0.742 and PR-
Curve of 0.734. IBK has precision of 0.695, recall of 0.515, f-
measure of 0.371, ROC of 0.644 and PR-curve of 0.659. 

Table IV shows results for the classifier performance on 
sub-dataset C which contains unigram words in both English 
and Nigerian Pidgin. The results indicate that Naïve Bayes has 
a precision of 0.964, recall of 0.964, f-measure of 0.964, ROC 
area of 0.994 and PR-curve of 0.994. LibSVM has a precision 
of 0.962, recall of 0.962, f-measure of 0.962, ROC area of  
0.963 and PR-curve of 0.994. IBK has a precision of 0.851, 
recall of 0.79, f-measure of 0.781, ROC area of 0.915 and PR-
curve of 0.921. 

Table V indicates results for performance of the three 
classifiers on sub-dataset D which contains bigrams words in 
both English and Nigerian Pidgin. The results in this table 
indicate that LibSVM has a precision of 0.898, recall of 0.895, 
f-measure of 0.895, ROC Area of 0.94 and PR curve of 0.928. 
Naïve Bayes has a precision of 0.887, recall of 0.861, f-
measure of 0.859, ROC area of 0.981 and PR-curve of 0.981. 
Finally, IBK has precision of 0.844, recall of 0.796, f-measure 
of 0.789, ROC area of 0.901 and PR-curve of 0.909. 

B. Classifier  Performance Evaluation  
In this section  we evaluate performance of the classifiers 

to determine the best classifier for detecting scam within this 
community of bilingual cybercriminals using unigram and 
bigram models. We evaluate LibSVM against Naïve Bayes 
and IBK to establish the significance of results at 95% 
confidence level using the four datasets.  To achieve this we 
use a 2-tailed T-test evaluate performance metrics of LibSVM 
against Naïve Bayes and IBK on  the four sub-datasets. To 
perform this test, we run the experiment five times and for 
each run we perform 10-fold cross validation. During each run 
the instances are randomized and the dataset is split into 80% 
training test and 20% testing set. 

 
The performance metrics that we use to evaluate 

performance of our classifiers on the sub-datasets are ROC 
area, PR-curve and f-measure. We develop several hypotheses 
to test significance of the outcomes of the classifiers 
predicting accuracy in detecting 419 scams on datasets with 
English only as well as English and Nigerian Pidgin using 
unigram and bigram models. We use H0  to represent the null 
hypothesis and H1  to represent the alternate hypothesis. We 
compare the performance of LibSVM with Naïve Bayes and 
IBK on the four sub-datasets.  

TABLE VI.  EVALUATING LIBSVM AGAINST OTHER CLASSIFIERS 
USING ROC CURVE AREA AT 95% CONFIDENCE (± FOR STANDARD 

DEVIATION) 

SD
# 

LibSVM LibSVM 
vs NB 

Hypothesis  
(α=0.05) 

LibSVM 
vs IBK 

Hypothesis  
(α=0.05) 

A 0.93±0.02 0.95 ±0.01 Not Reject 0.80 ±0.02 Reject 
B 0.94±0.03 0.88 ±0.03 Not Reject 0.84 ±0.12 Not Reject 
C 0.99±0.00 1.00 ±0.00 Accept 0.92 ±0.02 Reject 

D 0.89±0.02 0.99 ±0.00 Accept 0.94 ±0.02 Accept 

 

We evaluate classifier performance using ROC area as 
below:  

• H0: LibSVM's ROC area is greater than IBK's 
ROC Area for English unigrams while  for H1 : 
LibSVM's ROC area is not greater that IBK's 
ROC Area for English unigrams. We reject the 
null hypothesis H0 because LibSVM's ROC area 
is significantly worse at 0.8 with a standard 
deviation of 0.02 as shown in Table VI. 

• H0: LibSVM's ROC area is greater than Naïve 
Bayes' ROC Area for both English and Nigerian 
Pidgin unigrams while for H1 : LibSVM's ROC 
area  is not greater that Naïve Bayes ROC Area 
for English and Nigerian Pidgin unigrams. We 
accept the null hypothesis H0 because LibSVM's 
ROC area is significantly better at 1.00 as shown 
in Table VI. 

• H0: LibSVM's ROC area is greater than IBK's 
ROC Area for English and Nigerian Pidgin 
unigrams while for H1 : LibSVM's ROC area is 
not greater that IBK's ROC Area for English and 
Nigerian Pidgin unigrams. We reject the null 
hypothesis H0 because LibSVM's ROC area for 
both English and Nigerian unigrams is 
significantly worse at 0.92 and standard deviation 
of 0.02 as shown in Table VI.  

• H0: LibSVM's ROC area is greater than Naïve 
Bayes' ROC area for English and Nigerian Pidgin 
bigrams while for H1 : LibSVM's ROC area is not 
greater that Naïve Bayes' ROC area for English 
and Nigerian Pidgin bigrams. We accept the null 
hypothesis H0 because LibSVM's ROC area for 
both English and Nigerian bigrams is significantly 
better at 0.99 as shown in Table VI.  
 

H0: LibSVM's ROC area is greater than IBK's ROC area 
for English and Nigerian Pidgin bigrams while for H1 : 
LibSVM's ROC area is not greater that IBK's ROC area for 
English and Nigerian Pidgin bigrams. We accept the null 
hypothesis H0 because LibSVM's ROC area for both English 
and Nigerian bigrams is significantly better at 0.94 and 
standard deviation of 0.02 as shown in Table VI. 

Here we continue the evaluation for classifier performance 
using PR area as shown below: 

• H0: LibSVM's PR area is greater than IBK's PR 
area for English unigrams while for H1 : 
LibSVM's PR area is not greater than IBK's PR 
area for English unigrams. We reject the null 
hypothesis H0 because LibSVM's PR area for 
English unigrams is significantly worse at 0.79 
and standard deviation of 0.02 as shown in Table 
VII.  

• H0: LibSVM's PR area is greater than Naïve 
Bayes's PR area for English bigrams while for H1: 
LibSVM's PR area is not greater than Naïve 
Bayes' PR area for English bigrams. We reject the 
null hypothesis H0 because LibSVM's PR area for 
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English bigrams is significantly worse at 0.86 and 
standard deviation of 0.02 as shown in Table VII. 

• H0: LibSVM's PR area is greater than Naïve 
Bayes's PR area for English and Nigerian Pidgin 
unigrams while for H1 : LibSVM's PR area is not 
greater than Naïve Bayes' PR area for English and 
Nigerian Pidgin unigrams. We accept the null 
hypothesis H0 because LibSVM's PR area for 
English and Nigerian Pidgin unigrams is 
significantly better at 1.00 as shown in Table VII. 

• H0: LibSVM's PR area is greater than IBK's for 
English and Nigerian Pidgin unigrams while for 
H1 : LibSVM's PR area is not greater than IBK's 
PR area for English and Nigerian Pidgin's 
unigrams. We reject the null hypothesis H0 
because LibSVM's PR area for English and 
Nigerian Pidgin unigrams is significantly worse at 
0.93 and standard deviation of 0.01 as shown in 
Table VII. 

• H0: LibSVM's PR area is greater than Naïve 
Bayes's PR area for English and Nigerian Pidgin 
bigrams while for H1 : LibSVM's PR area is not 
greater than Naïve Bayes' PR area for English and 
Nigerian Pidgin bigrams. We accept the null 
hypothesis H0 because LibSVM's PR area for 
English and Nigerian Pidgin bigrams is 
significantly better at 0.99 as shown in Table VII. 

• H0: LibSVM's PR area is greater than IBK's PR 
area for English and Nigerian Pidgin bigrams 
while for H1 : LibSVM's PR area is not greater 
than IBK's PR area for English and Nigerian 
Pidgin bigrams. We accept the null hypothesis H0 
because LibSVM's PR area for English and 
Nigerian Pidgin bigrams is significantly better at 
0.94 and standard deviation of 0.02 as shown in 
Table VII. 

 

TABLE VII.  EVALUATING LIBSVM AGAINST OTHER CLASSIFIERS 
USING PR CURVE AREA AT 95% CONFIDENCE (± FOR STANDARD 

DEVIATION) 

SD 
# 

LibSVM LibSVM 
vs NB 

Hypothesis  
(α=0.05) 

LibSVM 
vs IBK 

Hypothesis  
(α=0.05) 

A 0.93±0.02 0.95 ±0.01 Not Reject 0.79 ±0.02 Reject 
B 0.94±.02 0.86 ±0.02 Reject 0.82 ±0.10 Not Reject 
C 0.99±0.00 1.00 ±0.00 Accept 0.93 ±0.01 Reject 

D 0.89±0.02 0.99 ±0.00 Accept 0.94 ±0.02 Accept 

 

TABLE VIII.  EVALUATING LIBSVM AGAINST OTHER CLASSIFIERS 
USING F-MEASURE AT 95% CONFIDENCE (± FOR STANDARD 

DEVIATION) 

SD 
 # 

LibSVM LibSVM 
vs NB 

Hypothesis  
(α=0.05) 

LibSVM 
 vs IBK 

Hypothesis  
(α=0.05) 

A 0.86±0.03 0.89 ±0.02 Not Reject 0.76 ±0.01 Reject 
B 0.80±0.05 0.48 ±0.04 Reject 0.37 ±0.02 Reject 
C 0.94±0.01 0.97 ±0.01 Accept 0.79 ±0.03 Reject 

D 0.77±0.04 0.85 ±0.03 Accept 0.79 ±0.04 Not Reject 

 
We conclude the evaluation for classifier performance with  

f-measure as below: 
• H0: LibSVM's f-measure is greater than IBK's f-

measure for English unigrams while for H1 : 
LibSVM's f-measure is not greater than IBK's f-
measure for English unigrams. We reject the null 
hypothesis H0 because LibSVM's f-measure for 
English unigrams is significantly worse at 0.76 
and standard deviation of 0.01 as shown in Table 
VIII. 

• H0: LibSVM's f-measure is greater than Naïve 
Bayes' f-measure for English bigrams while for H1 

: LibSVM's f-measure is not greater than Naïve 
Bayes' f-measure for English bigrams. We reject 
the null hypothesis H0 because LibSVM's f-
measure for English bigrams is significantly 
worse at 0.48 and standard deviation of 0.04 as 
shown in Table VIII. 

• H0: LibSVM's f-measure is greater than IBK's f-
measure for English bigrams while for H1 : 
LibSVM's f-measure is not greater than IBK's f-
measure for English bigrams. We reject the null 
hypothesis H0 because LibSVM's f-measure for 
English bigrams is significantly worse at 0.37 and 
standard deviation of 0.02 as shown in Table VIII. 

• H0: LibSVM's f-measure is greater than Naïve 
Bayes' f-measure for English and Nigerian Pidgin 
unigrams while for H1 : LibSVM's f-measure is 
not greater than Naïve Bayes' f-measure for 
English and Nigerian Pidgin unigrams. We accept 
the null hypothesis H0 because LibSVM's f-
measure for English and Nigerian Pidgin 
unigrams is significantly better at 0.97 and 
standard deviation of 0.01 as shown in Table VIII. 

• H0: LibSVM's f-measure is greater than IBK's f-
measure for English and Nigerian Pidgin 
unigrams while for H1 : LibSVM's f-measure is 
not greater than IBK's f-measure for English and 
Nigerian Pidgin unigrams. We reject the null 
hypothesis H0 because LibSVM's f-measure for 
English and Nigerian Pidgin unigrams is 
significantly worse at 0.79 and standard deviation 
of 0.03 as shown in Table VIII. 

• H0: LibSVM's f-measure is greater than Naïve 
Bayes f-measure for English and Nigerian Pidgin 
bigrams while for H1 : LibSVM's f-measure is not 
greater than Naïve Bayes' f-measure for English 
and Nigerian Pidgin bigrams. We accept the null 
hypothesis H0 because LibSVM's f-measure for 
English and Nigerian Pidgin bigrams is 
significantly better at 0.85 and standard deviation 
of 0.03 as shown in Table VIII. 
 

As shown in Tables VI, VII and VII, 8 of the null 
hypotheses are accepted while 9 hypotheses are rejected and 6 
hypotheses are not rejected. All the 8 null hypotheses which 
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are accepted reveal that LibSVM significantly outperformed  
other classifiers on a unigram and bigram models that 
comprise both English and Nigerian Pidgin words. The 
rejected hypotheses reveal that IBK performed significantly 
worse compared to LibSVM mainly on the English only 
unigram and bigram models as well as on the unigram model 
comprising Nigerian Pidgin and  English words. The 6 
hypotheses that are not rejected were based on unigram and 
bigram model for English only words.  

The LibSVM out-performed other classifiers on English 
and Nigerian Pidgin unigram and bigram model because these 
sub-datasets had fewer words in their vocabulary compared to 
the English words. This is because Nigerian Pidgin uses a 
limited vocabulary of words which are selected from both 
English and other local Nigerian dialects 

V. CONCLUSION 

This study evaluated performance of three  classifiers in 
detecting 419 scams within a bilingual cybercriminal 
community. The three classifiers we used are LibSVM, Naïve 
Bayes and IBK. We evaluated the performance of the three 
classifiers using both unigram and bigram models comprising 
and of English words as well as both English and Nigerian 
Pidin words. In both models, LibSVM outperformed Naïve 
Bayes and IBK. We used a 2-tailed t-test at 95% confidence to 
evaluate the classifiers on both the unigram and bigram models 
of English words as well as both English and Nigerian Pidgin 
words. These results motivate future work to explore the use of 
ensemble learning in detecting scams in bilingual criminal 
communities. 
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Abstract- In this paper, a new population-based and nature-inspired metaheuristic algorithm, Discrete Flower 

Pollination Algorithm (DFPA), is presented to solve the Resource Constrained Project Scheduling Problem (RCPSP). The 

DFPA is a modification of existing Flower Pollination Algorithm adapted for solving combinatorial optimization 
problems by changing some of the algorithm's core concepts, such as flower, global pollination, Lévy flight, local 
pollination. The proposed DFPA is then tested on sets of benchmark instances and its performance is compared against 

other existing metaheuristic algorithms. The numerical results have shown that the proposed algorithm is efficient and 
outperforms several other popular metaheuristic algorithms, both in terms of quality of the results and execution time. 
Being discrete, the proposed algorithm can be used to solve any other combinatorial optimization problems. 

Keywords- Flower Pollination Algorithm; Discrete Flower Pollination Algorithm; Combinatorial optimization; Resource 

Constrained Project Scheduling Problem; Evolutionary Computing. 

I.   Introduction 

Resource Constrained Project Scheduling Problem (RCPSP) consists of a set of predefined tasks and resources and 

its main objective is to assign tasks to resources in such way, that overall project schedule is as cheap and short as 

possible. To make the schedule feasible, there are constraints that need to be satisfied.  

Despite the simplicity of definition, RCPSP is one of the widely described combinatorial problems in the literature 

and has existed for at least 50 years [1]. Blazewicz et al. [1] describes RCPSP as a generalization of classical job-

shop scheduling problem which belongs to the class of NP-hard optimization problems [2]. Kolisch [3] classified 

methods used for solving RCPCP as exact solution [4], Priority Rules-Based (PRB) [5] and metaheuristic 

approaches [6-8].  

Exact methods guarantee to find an optimal solution if it exists. The most common exact method is the branch and 

bound algorithm [4, 10-11]. In the branch and bound algorithm a tree is generated, where each node represents a 

task. Sprecher and Drexl [12] claimed that those methods cannot be used to solve large scale problems, as the trees 

increase sharply with the increase of dimension sizes. 

PRB methods employ one or more schemes to construct a feasible schedule. Panwalker and Iskander [5] surveyed 

a range of priority rules. Davis and Patterson [13] compared standard priority rules on a set of single-mode RCPSP 

and demonstrated that the heuristics’ performance decreases when the constraints become too tight. After examining 

the most common priority rules, Browning [14] presented novel heuristics, based on tasks criticality and load 

balancing factors, which appeared to be more suitable for solving RCPSP. Lawrence and Morton [15] described 

priority rules by using a combination of project-, activity-, and resource-related metrics. Hildum [16] proposed 

priority rules that distinguish single- and multiple-priority rules approaches and outlined that a scheduler with 
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multiple priority rules shows better performance. Boctor [17] also had similar observations. Comparing with the 

exact solution methods, PBR methods can find solution in shorter time, however they cannot acquire global solution. 

In the last decades the metaheuristic evolution-based computational methods have been getting a lot of attention 

and been used extensively to solve RCPSP. The metaheuristic methods start with initial solution and constantly 

improve it by successively executing operations which transform one or several solutions into others. There are 

many evolution-based metaheuristic methods, such Genetic Algorithm (GA), Simulated Annealing (SA), Particle 

Swarm Optimization (PSO), Ant Colony Optimization (ACO), and so on. 

Husbands [18] outlined the advances of GA for scheduling and illustrated the resemblance between scheduling 

and sequence-based problems. Davis [19] demonstrated the benefits of using a stochastic search. Hartmann [6] 

proposed another implementation of GA and suggested to use a GA variation where every gene composing a 

chromosome is a delivery rule. Mendes et al. [20] proposed to use the priority rules to represent chromosomes in a 

form of a list of priority values for all activities in the project. Montoya-Torres [21] used a multi-array object-

oriented model to depict  chromosomes. Shahsavar et al. [22] designed a GA using a three-stage process that utilizes 

design of experiments and response surface methodology. Alcaraz et al. [23] developed several new variations of 

GA for solving RCPSP, extending the representation and operator previously designed for the single-mode version 

of the problem.  

Aarts et al. [24] described one of the first SA approaches for scheduling problems. Palmer [25] combined 

planning and scheduling in a digraph representation. Boctor [26] reported fairly good performances of SA 

approaches on Patterson problems. Nikulin and Drexl [27] used  SA to solve an airport flight gate scheduling 

problem which was modelled as RCPSP. Bouleimen [28] proposed that the conventional SA search scheme is 

replaced by a new design that takes into account the specificity of the solution space of the project scheduling 

problems. Zamani [29] combined a SA and time-windowing process, where SA generates an activities schedule and 

time-windowing improves it. 

PSO is another popular metaheuristic method. Zhang [30] demonstrated good performance of PSO in solving 

RCPSP. Anantathanvit and Munlin [31] extended the original PSO algorithm by regrouping agent particles within 

the appropriate radius of circle. Li [32] replaced the complicated updating equations of the traditional PSO with one 

GA crossover operation to make the process quicker and less resource demanding. Linyi [33] introduced an 

implementation of PSO with one-point crossover for RCPSP. Zhang et al. [34] developed a variation of PSO in 

which the activities sequence is encoded with a simple code rule by the code orderer. 

One of the first suggested uses of ACO for RCPSP was made by Merkle [35]. An improved ACO approach for 

solving RCPSP was introduced by Luo [36]. Wang [37] embedded a project priority indicator into ACO as the 

heuristic function and solved the multi-project scheduling problem. Shou [38] used an ACO with two separate ant 

colonies employed, where forward scheduling technique is applied by first ant colony, while backward scheduling 

technique is applied by the second one. The modified ACO algorithm for precedence and resource-constrained 

scheduling problems was presented by Lo et al. [39]. 

More and more approaches for solving RCPSP are being proposed in the literature. Recently, a new nature-

inspired metaheuristic method called Flower Pollination Algorithm (FPA) has been developed by Yang [40]. Based 
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on the work done in [40], the FPA has demonstrated to be a very efficient algorithm in finding global optima with 

high success rates. Yang [40] showed that FPA is superior to both PSO and GA in terms of efficiency and success 

rate. However, since the FPA was designed for solving the continuous optimization problems, in order to apply it for 

RCPSP, the algorithm’s core logic needs to be changed. The aim of this paper is to present a modification of the 

original FPA called Discrete Flower Pollination Algorithm (DFPA) which was adapted for solving the combinatorial 

problems. 

The subsequent parts of this paper are organized as follows: The mathematical formulation of the problem is 

outlined in Section II; The explanation of FPA is given in Section III; The modification of FPA for RCPSP is 

proposed in Section IV; Simulation results and performance comparison with other popular algorithms are detailed 

in Section V; Finally, the conclusions and plans for future work are outlined in Section VI. 

II. Mathematical Formulation of the Problem 

The main objective of the RCPSP is to find optimal schedule with minimal duration by assigning a start time to 

each activity, with the precedence relations and the resource availabilities taken into account. 

Activities are formalized by a finite set A={A0, …, An+1}, where n is the total amount of activities. Activities A0 

and An+1 are dummy activities and they represent the start and the end of the project respectively. 

The duration of each activity is indicated by vector p={p0, …, pn+1}., where the duration of activity Ai is 

represented as pi. The duration of dummy activities is p0 = pn+1 = 0. 

The precedence relationship of one task to another is represented by E, such that (Ai, Aj) ∈ E means that activity Aj 

can only be executed after activity Ai has been completed.  Precedence relationship can also be stated by the activity-

on-node graph [41], in which nodes represent activities and transitions between nodes represent precedence 

relationships. 

The resources are defined by a finite set R={R1, R2,…, Rq} and the availability of each resource is represented as 

B={B1, B2, …, Bq}. The resource Rk is called unary or non-shareable if its availability is Bk=1. If the availability of 

resource is Rk > 1, the resource is regarded as shareable and can be occupied by several activities. 

To represent the activities’ demands for resources, the notation b is used. The amount of resource Rk per one time 

period during the execution of Ai is defined as bik. 

The starting times of activities are abstracted by a schedule S, where Si represents the start time of activity Ai. S0 is 

used as a reference point. It signifies the start of the project and is always assumed to be 0. The total duration of the 

project, or makespan of a schedule, S will be equal to the start time of the last activity Sn+1. 

Taking into consideration all formulation presented above, the optimization problem can then be stated as finding 

a non-pre-emptive schedule S of minimal makespan Sn+1 (1) subject to resource (2) and precedence (3) constraints. 

 Min:   Sn+1 (1) 

 Subject to:  ∑Ai∈At bik ≤ Bk   ∀ Rk∈ ℛ   ∀ t≥ 0 (2) 

     Sj - Si ≥ pi   ∀ (Ai, Aj)∈ E  (3) 

The At in (2) represents a set of non-dummy activities that need to be schedules and can be calculated using (4). 
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   At= {Ai∈ A \ Si≤ t< Si+ pi } (4) 

III. Flower Pollination Algorithm 

Flower Pollination Algorithm (FPA) is a novel nature-inspired metaheuristic algorithm based on the flower 

pollination process of flowering plants, which was created by Yang in 2012 [40].   

Flower pollination process is typically associated with the reproduction of flowers, when flower pollen is 

transferred by various pollinators, such as insects, birds, and other animals. Flower pollination can be of two types: 

abiotic and biotic. About 80% of flowering plants belong to biotic pollination. This means that most of pollen is 

transferred by pollinators, like insects or animals. The rest 20% belong to abiotic and they can pollinate without any 

involvement of pollinators. 

Some of pollinators are very diverse and they tend to visit only specific flower species. Such flower regularity can 

be regarded as evolutionary advantage, as it maximizes the transfer of the flower pollen to the same plants, therefore 

maximizing the reproduction of the flowers which belong to the same species. 

Pollination can be achieved in two ways: self-pollination and cross-pollination. Cross-pollination refers to a 

process when a pollination occurs from a pollen of aflower of a different plant, while self-pollination is the 

fertilization of one flower from the pollen of the same species flower. Cross-pollination occurs at long distances, and 

is done by pollinators like bees and flies, which behave accordingly to Lévy flights behavior [42], with fly distance 

obeying a Lévy distribution. Moreover, flower constancy can be considered as an increment step using the similarity 

or difference between two flowers. According to Yang and Deb [43], in some optimization problems, the search for 

new solution is more efficient via Lévy Flights.  

From the biological point of view, the main objectives of the flower pollination are the survival of the fittest and 

optimal reproduction of plants. 

Based on the characteristics of the flower pollination process described above, Yang established the following 

rules for the FPA: 

1) Biotic and cross-pollination processes are considered as global pollination process; Pollinators in this 

processes behave according to Lévy flights behavior; 

2) Abiotic and self-pollination are considered as local pollination process; 

3) Pollinators like insects can develop flower constancy, which is equivalent to a reproduction probability that is 

proportional to the similarity of two flowers involved; 

4) Switching between local and global pollinations is controlled by probability p ϵ [0, 1]. 

With the rules outline above, the algorithm’s pseudo-code can be formulated in Fig. 1. 
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Figure 1: Flower Pollination Algorithm pseudo-code 

IV. Discrete Flower Pollination Algorithm for RCPSPs 

In this paper, Discrete Flower Pollination Algorithm (DFPA) is proposed as a modification of the original FPA for 

solving combinatorial problems, such as RCPSPs. As the original FPA was designed for a continuous optimization 

problems, the concepts of such algorithm elements as flower, objective function, global pollination, Lévy Flights, 

and local pollination were changed. 

A. Flower 

In DFPA, a flower represents an individual in a population, which is presented in a form of permutation (Fig. 2), 

where each element is the scheduled activity and the index of the element is the order in which this activity is going 

to be executed. Each flower is considered as one solution. These permutations are positioned in the space according 

to the order of their components. The movement in the search space is accomplished by changing the order of the 

components and the length of step is derived from the value generate by Lévy flights. Movement can be done in 

three ways: small step, amount of small steps or large jump. To estimate the amount of steps and their length, the 

Lévy is calculated in an interval between 0 and 1, which then is used to derive the steps. 

 

Figure 2: Solution representation 

B. Objective Function 

Objective function represents a numeric value which associates with the solution in the search space, therefore, 

the quality of the solution is evaluated by the makespan of the project.  
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C. Global Pollination 

Changing the order of the tasks can be done in small or large steps. For a small step the swap mutation (Fig. 3) is 

used. With the swap mutation, the positions of two randomly selected tasks are switched respectively. To mimic a 

large step, the inverse mutation (Fig. 4) is used.  With inverse mutation two tasks from a solution are selected 

randomly and all tasks in between them are swapped with places. Understandably, when swap and inverse mutations 

are performed, the precedence constrains must be satisfied. 

 

Figure 3: Swap mutation example. A – Initial schedule, B – New schedule. 

 
Figure 4: Inverse mutation example. A – Initial schedule, B – New schedule. 

D. Lévy Flights 

To improve the quality of the solutions, similarly to original FPA, the Lévy Flights (5) is used to calculate the 

length of the step. 

 Lévy(s, λ) ~  s-λ, (1<λ<3) (5) 

Equation (5) has infinite variance with an infinite mean [42] and is used to derive the step size. 

To make a choice between a small step, a number of small steps and a large step, the Lévy flights, associated with 

the interval between 0 and 1, is calculated. The steps are determined in the following way: 

1) [0,i] – move by one step (swap mutation); 

2) [(k-1) * i, k * i] – move by k amount of steps; 

3) [k * i, 1] -  perform large jump (inverse mutation). 

The value of i in this process is (1 / (n+1)), where n is the maximum amount of steps; and k is in {2, n} region. 

For example, if n = 4, i = 0.2, the whole interval will be divided into the following five parts: 

 Lévy in [0, i] = [0, 0.2] – one small step; 

 Lévy in [i, i * 2] = [0.2, 0.4] – two small steps; 

 Lévy in [i*2, i* 3] = [0.4, 0.6] – three small steps; 

 Lévy in [i * 3, i * 4] = [0.6, 0.8] – four small steps; 

 Lévy in [i *4, 1] = [0.8, 1] – large step. 

E. Local Pollination 

The local pollination occurs via a crossover method, example of which is demonstrated in Fig. 5, where two 

randomly selected flowers from the population are combined into one. In this crossover method, a subset of tasks is 
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selected from the first flower and is used to create the new solution. Any missing tasks are then added to the new 

solution from the second flower in the same order they were found. 

 

Figure 5: Local pollination Example. A – Flower 1, B – Flower 2, C – New flower. 

VI. Experimental Results 

A. Benchmark Problem 

The performance and efficiency of the proposed algorithm are tested using the sets of RCPSP benchmark 

instances taken from the publicly available electronic library PSPLIB [44]. The PSPLIB consists of 2040 test 

projects with 30, 60, 90, and 120 activities, each project consisting of 4 limited resources, and each activity having a 

maximum of 3 successors. Due to the complexity of the RCPSP, the optimal makespan is only given for the projects 

with 30 activities, while optimal makespan of sets with 60 and more activities is still remains unknown.  Therefore, 

to test the algorithm, only instances with 30 activities are considered. After all simulations are carried out, the DFPA 

is then compared with other recent heuristic methods which were used to solve RCPSP before, like Genetic 

Algorithm, Simulated Annealing, Particle Swarm Optimization, Ant Colony Optimization and Priority Rule-based 

scheduling. 

B. DFPA Parameter Settings Configuration 

The DFPA has been implemented using Java programming language under a 64 bit Windows 8.1 operating 

system. All experiments were carried out on an Intel Core i7 2.4GHz laptop with 16GB of RAM. 

The parameter settings (Table 1) for the DFPA were identified. Figure 6 demonstrates the impact of population 

sizes on the average value of all solutions found with the cases of maximum number of iterations of 25, 50 and 100, 

while Fig. 7 shows the effect of iterations with the same settings for the maximum number of iterations with the 

cases of population size of 5, 25 and 50. The experiment results, presented on Fig. 6 and Fig. 7, were received from 

the execution of the j3039_3 PSPLIB instance, which has the optimal makespan of 54. Bigger population sizes and 

higher maximum iterations let the algorithm to find better solutions, however, this also results in higher 

computational time. 

 

TABLE 1 

DFPA PARAMETER SETTINGS 

Parameter Value Comment 

n 20 Population size 

p 0.8 Switch probability 

MaxGeneration 1000 Maximum number of iteration 
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Figure 6: Dependency of average duration of best solution from population size for j3039_3 benchmark instance set   

 
Figure 7: Dependency of average duration of best solution from maximum amount of iterations for j3039_3 benchmark instance set 

C. Performance Evaluation 

To test the algorithm in each case 100 independent runs with each benchmark instance set have been performed. 

The selected benchmark instances, presented in Table 2, were chosen randomly from the total amount of 480 sets. 

The results of the experiments are summarized in Table 2, where the first column shows the name of the instance 

set, the optimal makespan of the benchmark instance set taken from PSPLIB is displayed in the second column. The 

column “best” shows the makespan of the best solution found by the DFPA, similarly, the column “worst” shows 

the makespan of the worst solution. The column “average” contains the average project duration based on the 100 

runs of each set. The column “Dev (%)” denotes the percentage deviation of the average solution makespan from the 

optimal solution makespan and is calculated using (6).  

 Dev (%) = (solution makespan – optimal solution makespan) / optimal solution makespan * 100 (6) 
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TABLE 2 

COMPUTATIONAL RESULTS OF DFPA SIMULATIONS 

Instance name Optimal Solution Best Worst Average Dev (%) Time (s) 

j3006_02 51 51 59 51.54 1.06 1.83 

j3015_04 48 48 52 48.14 0.29 0.40 

j3020_01 57 57 59 57.14 0.24 0.40 

j3026_06 53 53 56 53.18 0.34 0.51 

j3029_04 103 103 110 103.48 0.47 2.01 

j3034_04 67 67 74 67.28 0.42 0.30 

j3039_03 54 54 57 54.12 0.22 0.40 

j3042_08 82 82 83 82.34 0.41 0.53 

j3045_02 125 125 132 125.70 0.56 0.68 

j3048_02 54 54 58 54.18 0.33 0.42 

Average     0.434  

 

Based on the results from Table 2, it can be concluded that DFPA was capable of finding the optimal solutions for 

all chosen benchmark instances and the average deviation percentages from optimal solution based on 100 runs in 

all cases is less than 1.06%. These results, presented in Table 2, indicate that DFPA is indeed powerful algorithm 

and can provide adequate solutions in reasonable time. 

D. Comparison with Other Algorithms 

Lastly, in Table 3, the experimental results of the DFPA are compared with other heuristic algorithms, results of 

which are taken from [2, 36, 45]. The numbers 1000 and 5000 in Dev (%) column denote the maximum number of 

iterations and are used as a stop criterion. The algorithms presented in Table 3 were selected based on their 

complexity. Only original non-hybrid versions of algorithms were chosen and modified versions of metaheuristic 

algorithms with additional more complicated search mechanisms, e.g. radius PSO [31] or random key-based GA 

[20], were omitted and left out. 

TABLE 3 
COMPARISON OF PERFORMANCE OF OTHER ALGORITHMS 

Algorithm name Author(s) Dev (%) 

1000 5000 

DFPA This paper 0.434 0.21 

ACO [36] Luo, Wang 0.39 0.22 

SA [28] Bouleimen, Lecocq 0.38 0.23 

GA [6] Hartmann 0.54 0.25 

PSO [31] Anantathanvit, Munlin 0.41 0.33 

Tabu Search [46] Baar et al. 0.86 0.44 

Adaptive sampling [47] Kolisch 0.74 0.52 

Serial sampling LFT [47] Kolisch 0.83 0.53 

Serial random sampling [48] Schrimer, Riesenberg 0.71 0.59 

Parallel sampling WCS [47] Kolisch 1.40 1.28 

Parallel sampling LFT [47] Kolisch 1.40 1.29 
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Overall, the comparison of the performance with other algorithms can be regarded as satisfactory and it can be 

noted that DFPA has managed to outperform all algorithms presented in Table 3. Better performance of DFPA over 

other algorithms can be explained with a good balance between exploitations and exploration, intelligent use of 

Lévy Flights and the reduced number of parameters that need to be configured to provide the optimal performance. 

Another DFPA’s advantage, which plays an important role in deciding which algorithm is better, is its simplicity. 

Being very simple, the DFPA is easy to implement, which makes it more attractive to be used in other combinatorial 

problems. 

VII. Conclusions 

In this paper, a new metaheuristic FPA is selected and then modified for solving the combinatorial optimization 

problems. As the original FPA was designed for solving a continuous optimization problems, in order to adapt it for 

solving combinatorial problems, the concepts of such algorithm elements as flower, objective function, global 

pollination, Lévy Flights, and local pollination were changed. Further, the algorithm’s performance has been tested 

on a set of PSPLIB benchmark instances, and despite being simple and relatively easy to implement, the proposed 

algorithm has managed to find optimal solutions in all benchmark instances and its average deviation from the 

optima based on 100 runs in all cases was less than 1.06%, which has validated algorithm’s effectiveness. Lastly, the 

algorithm has been compared with other popular metaheuristic non-hybrid algorithms, like GA, SA, PSO, and ACO 

and the results of comparison have shown that DFPA has managed to outperform all selected algorithms in terms of 

average deviation percentage from the optimal solution, therefore proving its competitiveness and superiority over 

selected algorithms for comparison. These results indicate that despite being very simple, the DFPA is yet very 

powerful and efficient algorithm. 

In the future, the work on improvement of DFPA will be carried on and the algorithm will be applied in solving 

more complicated scheduling problems. The probable areas of further application will include traveling salesman 

problem and knapsack problem. One of the possible areas of improvement is the better exploitation of global 

solution to make the chance of falling in local trap even less than it is now. Further, after this improvement is done, 

it will be compared with genetic algorithm with the aim of finding which algorithm finds the global solution more 

efficiently. 
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Abstract—Cloud computing brings new possibilities for 

individuals and firms to utilize computing as a utility. It utilizes 
computing power irrelevant of user’s location and devices. Thus 
it has become more demanding due to its performance, high 
computing power, cheapness, elasticity, accessibility, scalability 
and availability. Cloud computing offers ubiquitous operation 
with different security challenges. In this paper we discuss 
security challenges and vulnerabilities as well as limitations of 
current security modules. This paper will serve as a baseline 
guide for new researchers in this area. 

 
Index Terms—Cloud Computing Security, Infrastructure-as-a-

Service(IAAS), Platform-as-a-Service(PAAS), Software-as-a-
Service(SAAS), Private Cloud, Public Cloud, Hybrid Cloud, 
Trust, Vulnerabilities. 

 

I. INTRODUCTION 

 
Computing is becoming the need of every firm and 

individuals. A significant time is spent on maintenance of 
resources and updation of hardware and software components. 
It is required to keep things synchronized while trying to 
provide access to remote resources without the need of special 
devices that have the abilities to do all the processing on the 
local processing unit. Cloud computing provided a solution 
for all these queries by providing computing power as a utility 
for every user. Regardless of what hardware devices they are 
using and what are the processing capabilities of those 
machines, cloud computing provides it users with a high 
processing power as per user demands and requirements and 
charges per usage time. Cloud users don’t need to maintain 
and update hardware and software resources themselves. Thus 
cloud computing provides a way to minimize our IT expenses, 
in most of the cases. Turning to cloud computing technology 
allows IT team to minimize the time spent on maintenance 
and focus on activities that have higher impact. Cloud 
computing integration with other technologies is much easier, 
giving it backward portability with the legacy systems. It is 
much more scalable and recoverable than ever possible as 
users get what they demand on their servers. It is highly 
customizable according to the users’ requirements providing a 
platform where they can easily deploy their system. For 
application developers cloud computing provides thousands of 
pre-built and tested modules ready for integration in their new 
application. The user’s data is kept on a single repository 
making it accessible remotely from anywhere in the world. 
The user gets a synchronized data from their personal 

computer, mobile devices and from anywhere via internet 
through a browser. They can easily share their data with their 
friends and fellows. Still the user can control what to show 
and what not to while giving a maximum level of accessibility 
and availability. Amazon’s EC2, Google AppEngine, 
SalesForce.com, SaaSGrid and GoGrid are some of the 
examples of cloud computing.  

 

II. DESIGN LAYERS AND TYPES OF SERVICES  PROVIDED BY 
CLOUD COMPUTING 

The services provided by cloud computing are divided into 
three categories, according to the level of abstraction of 
capabilities provided by each of these layers [2], [3]. These 
layers are viewed as a layered architecture in which the 
services of lower layer form the bases of higher layer [5]. 
 

A. Software as a Service (SaaS) 

SaaS delivers applications using web interface which is 
maintained and managed by the provider of the particular 
software application [13]. It is highly adoptable as most of the 
people know internet [8]. It has a lower learning curve. Most 
of the applications provided by SaaS are directly accessible 
from browser and there is no need to download or install any 
other software on the local machine.  All the requirements of 
the application are managed by the vendor which includes 
Applications, Runtime, Data, Middleware, OS, Virtualization, 
Servers, Storage and Networking [20]. The user need not to be 
aware of backups of the data and software, update and 
upgrades of the software and its modules. The license of the 
running application is also purchased and maintained by SaaS 
provider and the customers are not required to purchase their 
own license for using the application on cloud servers. The 
customer is charged for the application either on monthly 
subscription bases or based on the total number of users 
accessing the application on SaaS [19]. Salesforce.Com, 
CRM, SugarCRM, are some of the examples of SaaS. Gmail, 
GMail, Microsoft Office365, LyncOnline, ExchangeOnlin, 
Sharepoint Online are some of the applications which are 
running on cloud and provided as SaaS. 

B. Platform as a Service (PaaS) 

PaaS is another layer of abstraction which is considered as the 
most complex of the three [20]. This layer is basically for the 
software development teams who utilize the services of cloud 
computing for developing new application for their customers. 
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Software development requires a platform for development 
which requires web-server, database servers and etc [14]. In 
order to run them on a local machine the development 
platform need to be setup, managed and administered by user. 
In case of PaaS the development, hosting, testing and 
deployment of applications in done very quickly and is cost-
effective. The customers get an environment where they can 
develop and deploy software without worrying about the 
processing power and memory resources it requires [7]. It also 
eliminates the need for setting up the underlying hardware and 
software requirements. It also provides some pre-built 
software modules that can be integrated directly into the 
software. Provider still has to manage runtime, middleware, 
OS, Virtualization, Servers, Storage and Networking like in 
SaaS but application and data is to be handled by the user of 
PaaS. 
 

A very good feature of PaaS is that the users do not need to 
worry about the site to get down during its maintenance. It is 
highly scalable the platform upgrades do not interfere with 
user application. The customers are charged on the bases of 
incoming and outgoing network traffic, CUP time per hour 
used by the customer, data storage size. Sometime the 
customers are charged on monthly bases for the type of 
service being provided. Usually the cost of PaaS is not 
predictable and a multi-dimensional pricing model is used. 

GoogleAppEngine, Apprenda’s SaaSGrid and Force.com are 
some of the famous examples of PaaS. 
 

C. Infrastructure as a Service (IaaS) 

IaaS offers computation, storage and communication as 
virtualized resources. Instead of purchasing servers, software 
and network resources these resources are rented by the 
customers of cloud computing on demand and billed for these 
resources as per usage [6]. By paying to the IaaS providers 
customers are allowed to create virtual servers on their 
infrastructure. Unlike other two services customers of IaaS are 
responsible for setting and managing applications, runtime, 
data, OS and middleware. IaaS provides virtualization, 
servers, hard drives, storage and networking as a service. The 
users of IaaS are usually it department who save their cost by 
renting a fully outsourced infrastructure for which they do not 
need to worry about updation, upgrades and maintenance. The 
customers are changed based on CPU hours, gigabytes of 
storage and network bandwidth used by the customers if IaaS. 
Amazon’s EC2, GoGrid, Mosso and FlexiScale are some of 
the examples of IaaS [21]. 
 
 

 

 Examples Advantages Deliverables Interface Used By Customer’s 
Responsibilities 

Vender’s 
Responsibilities 

Billing 
Method 

Sa
aS

 

Salesforce.Com, 

CRM, SugarCRM, 

GMail, Microsoft 

Office365, 

LyncOnline, 

ExchangeOnlin, 

Sharepoint Online 

Software maintained 

by vendors, 

Adoptable, No need 

to purchase 

software, 

Autobackup, 

Autopdate, Painless 

Upgrade, Accessed 

from anywhere 

Software 

Application 

Web 
Interface 

End Users To manage 
web client 
software 

(the browser) 

Applications, 

Virtualization, 

Runtime, 

Middleware , 

Data, OS, 

Servers, Storage 

and Networking 

Monthly 

subscription 

fee, Per-

User 

monthly 

changes 

P
aa

S 

SaaSGrid, Google-

Appengine, 

Froce.Com, 

Bungee, Heroku, 

Web Role, Work 

Role, Map Reduce, 

Blob, Message 

Queue, Service 

Bus, Cloudfront, 

Marketplace 

Quick, Simple, Cost-

Effective, No To 

Purchase Underlying 

Hardware And 

Software, Site Is Up 

During Maintenance, 

Services to deploy, 

test, host and  

maintain 

applications, 

Framework 

for 

Developing 

Applications, 

Plug-in, 

Modules 

Integrated 

Developm

ent 

Environme

nt (IDE) 

Software 

Developme

nt Teams 

Applications 

and Data 

 

Virtualization, 

Runtime, 

Middleware ,  

OS, Servers, 

Storage and 

Networking 

Incoming/O

utgoing 

network 

traffic, CPU 

time per 

hour, Stored 

data, 

Monthly 

service 

changes 

Ia
aS

 

EC2, GoGrid, 

Mosso, FlexiScale 

No need to purchase 

computing 

resources, storage 

and network 

Computer 

Infrastructure

, Storage, 

Networking 

Web 

Interface 

IT 

Department

s 

Applications, 

Runtime, 

Data, OS and 

Middleware 

Virtualization, 

Servers, Hard 

Drives, Storage, 

And Networking 

CPU hours, 

gigabytes of 

storage, 

Bandwidth 

utilization 

(More 

Predictable) 

 
Table 1: Cloud Computing Services Comparison Table 
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III. DEPLOYMENT MODELS 

 
There are variations in physical distribution and location of  

cloud computing differentiating them into three types as 
shown in fig. 3. Thus a cloud computing can be classified as 
public, private, community or hybrid [3] based on their 
physical location and distribution, regardless of the services 
they are providing to the end users. 

 

 
 

Fig. 3: The Cloud Computing Deployment Models 

 

A. Public Cloud 

Public cloud dynamically allocates computing resources on 
per-user-bases on demand via a web interface [8]. The 
customers of public cloud utilize the infrastructure 
implemented and managed by the provider. Computing power 
is provided as a utility and the customers can save money by 
metered billing approach in which they pay only for what they 
have used, without worrying about the management of overall 
system locally. It can be access from anywhere at any time 
from a any supporting devices like smart phone or a laptop 
connected to internet. Amazon and Google are two well-
known providers that offer public cloud computing services 
[22]. 
 

B. Private Cloud 

Private cloud is also known as “internal cloud computing”. 
It is implemented under the control of IT department within 
the corporate firewall. It is the next generation of 
virtualization. The complete infrastructure is under the control 
of IT department and must be run and managed by them. This 
gives them choice to skip any security implementations as the 
access to the cloud resources is limited as compared to public 
cloud. But on the other hand ROI (return on investment) is a 
drawback of private computing and it requires the capital 
expense of IT infrastructure. Examples of private cloud are 
VMWare vCloud and Citrix VDI [22]. 

 

C. Virtual Private Cloud 

Elasticity is one of the main feature of cloud computing. 
Scaling up and down private cloud resources and services can 
be very much costly and cannot be achieved without user’s 

interaction. On the other hand public cloud does not provide a 
security level of a private cloud. Combining both of them 
leads to another cloud known as virtual private cloud. This 
allows enterprise customers to connect to a public cloud 
services via VPN. The customer can create their own virtual 
private cloud and define private block of IP addresses and 
subnets for it. All traffic to virtual private cloud will rout 
through the VPN providing security of private cloud and 
elasticity and ROI of public cloud. Amazon’s VPC is an 
example of virtual private cloud which enables customers to 
connect to its Elastic Compute Cloud (EC2) services through 
a VPN [23, 24]. 

 

D. Community Cloud 

A community cloud is the one which is shared among 
several organizations who are working on same project or 
have same aims like a mission or a target [3]. The 
infrastructure is shared among several organizations around 
the world. These organizations are from a specific community 
and share common concerns. It can be managed internally or 
by a third party. Community cloud can be hosted internally or 
externally. The overall infrastructure implementation and 
management cost is distributed among the users like in public 
cloud. But as the number of customers is less so the individual 
cost is higher than that of a public cloud.  

 

E. Hybrid Cloud 

Sometime our private cloud is not enough to provide us all 
the services and capabilities we need. In this case we get 
registration with a public cloud and our private cloud is thus 
supplemented with a public cloud, known as hybrid cloud. 
This is approach is termed as “cloud-bursting” [9]. A hybrid 
cloud combines a customer’s hardware resources with cloud 
computing. Software is also required to interact with the 
provider services. For example, Cisco’s IronPort Email 
security is provided as a hybrid solution. Google also provides 
a hybrid email archiving software known as Postini [22]. 

 

IV. CLOUD COMPUTING KEY CHARACTERISTICS 

 
Cloud computing being considered as one of the most 

promising technologies, has a number of key characteristics 
pointed out by US National Institute of Standards and 
Technology (NIST). The definition provided by NIST along 
with its various characteristics is now becoming a de-facto 
standard for cloud computing definition [14].  

 
On demand self service: Cloud computing must provide an 

interface to manage and order services without any direct 
interaction with the cloud providers. This can be done via a 
web portal and management interface. The overall service 
provisioning interface must be automated and without any 
human interaction. 

 
Broad network access: Resources are utilized over the 

network, usually the Internet, from anywhere in the world. 
This promotes the use of heterogeneous platforms like mobile 
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phones, PDA and laptops. The access is defined using 
standard access mechanisms and protocol. 

  
Location Independence: The execution of job is 

independent of the location of processing unit, as cloud may 
be distributed physically in all over the world. The user is not 
usually concerned and does not know about the servers where 
the data is being executed or saved. But there are cases when 
the user may be required to specify the location at the higher 
level of abstraction due to legality issues which changes from 
one country to another country or from one region to another 
region. 

 
Rapid elasticity: The resource required by a customer can 

be scaled up and down depending on the requirement changes 
by the user. The cloud computer must be elastic in service 
provisioning and should be able to adjust these changes 
without any human interaction. 

 
Resource Pooling: Computing resources are realized as 

shared resources which are equally available to all the users. 
This is done by using the technique of virtualization. 

 
Economies of scale and cost effectiveness: Cloud 

implementation is as large as required in order to take full 
advantage of economies of scale. The services provided by the 
cloud are cost effective as compared to local infrastructure. 
Lange cloud deployment is usually located where the power is 
provided at lower cost and where real estate prices are low. 

 
Measured services: The usage or resources and services are 

calculated and metered constantly. The usage reporting are 
communicated to the customers in order to pay-as-per-usage 
model of utility based computing. 

 
Cloud computing in its very nature has the capabilities to 

address various limitations and issues in traditional 
computational architecture. However, it has introduced a 
number of issues which were never introduced before in 
traditional computing architectures. Some of them are new 
and solutions to these issues were never discussed before the 
advent of cloud computing. Others require modifications in 
the currently provided solutions. In the next section we 
discuss general issues which are there due to the core 
technologies used in cloud computing. We also discuss cloud 
specific issues which are newly introduced with advent of 
cloud computing. 

 

V. CLOUD COMPUTING SECURITY 

 
Cloud computing customers use services provided by cloud 

computing. These services are hosted and maintained by cloud 
providers. All of the user’s confidential data is saved on cloud 
servers. Thus the user is handing over their confidential data 
to the cloud providers. For cloud computing to work the 
customers are required to completely trust the cloud providers. 
We trust a system less when we do not have much control 
over it [15]. For example, while withdrawing money from 
ATM we trust more because we will get some amount at the 

end of the transaction. But when we use an ATM for a deposit 
we do not what will happen after we give money to the 
machine. Trust in cloud computing means that the providers 
will provide services and confidentiality to its customers as 
promised. In a distributed processing environment jobs are 
entered into the system and then it is out of the control of the 
user where the data is being processed. The user is not aware 
of legal rules followed in the region where the data is being 
saved or processed.  

 
An earliest example of trust in late 70s and 80s is Trust 

Computer System Evaluation Criteria (TCSEC). In that trust 
was used to convince the customers that the system was 
correct and secure. The customers of cloud computing will 
trust the providers if they believe that provider will behave 
exactly as expected and promised. The characteristics of trust 
are credibility and consistency. We trust a system less if it 
does give enough information about its expertise. Merely 
claiming to be “trust me” or “secure cloud” has most of the 
time no impact on trust by the customer. The system must be 
transparent. The user of the system must know, in distributed 
environment, where the data is being processed and where the 
data is being saved. A control mechanism may also help 
reduce the level of discomfort. This mechanism is used to 
manage where the data should be processed and saved 
physically on cloud machines.  

 
Trust heavily depends upon the deployment model of the 

cloud computing infrastructure. A private cloud is more 
trusted as overall system is controlled by the same enterprise 
internally. Community clouds are less vulnerable as all the 
users are from same community and most of the time from 
same enterprise. Public cloud is used by different types of 
customers from different locations at the same time. You 
cannot trust all the users of the system. This makes public 
cloud more vulnerable thus less trustworthy. Service Level 
Agreements (SLAs) play an important role in establishing 
trust and most of the time is the only way to establish trust. 
But these might not be helpful in some cloud computing 
environment. This is because for most companies breach of 
data is irreparable and no money can recover the cast, as 
promised by contractual agreements. Therefore cloud trust 
model focuses more on preventing failure than post-failure 
compensation [15]. Currently claim-based access control, 
security assertion markup language (SAML), security token 
service and federated identity approach are some of the 
techniques which help in establishing trust. One of the very 
prominent solution to trust problem is the establishment of an 
independent security certification authority that can certify 
cloud services as discussed in [16].  

 
Cloud computing is vulnerable to a variety of security 

attacks. According to open group risk taxonomy, 
“Vulnerability is the probability that an asset will be unable to 
resist the actions of a threat agent. Vulnerability exists when 
there is a difference between the force being applied by the 
threat agent, and an object’s ability to resist that force” [14].  
It measures the likelihood of an attack and the possible 
consequences of that attack on the system. Loss occurs when 
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an attacker successfully exploits vulnerability. The frequency 
of this loss depends upon two things. First: the frequency of 
the attack to exploit vulnerabilities. This depends upon the 
motivation of the threat agent to the system and level of 
access to the system. Second: the ability of the system to resist 
the attack for exploiting vulnerabilities [14]. Thus, computer 
vulnerabilities show the level of strength of a system against 
computer bugs and attacks. 

 
Different articles, blogs and publications are discussing 

vulnerabilities of cloud computing very often. But most of 
them miss to differentiate between the general issues and 
issues specific to cloud computing. There are issues which are 
not there due to advent of cloud computing but were there 
before cloud computing gained fame. Cloud computing is 
based some core technologies like virtualization and the 
Internet. These technologies have some issues which are 
associated with them and directly to the cloud computing 
architecture. Of course, cloud computing make them severe 
and most of the time the proposed solution for those 
vulnerabilities are not helpful in case of cloud computing. 
Like cloud computing provides a wider and flexible access to 
the resources from anywhere in the world. This may increase 
the frequency of threat agent’s attack on the system, which 
can help them understand the policies being applied. Now to 
understand what cloud specific vulnerabilities are, following 
are some of questions asked before deciding. A vulnerability 
is cloud specific if 

 
 is present due to the very nature of core cloud computing 

technology, 
 is due to the any of the NIST's essential cloud features as 

discussed above in this paper, 
 came in existence only when cloud computing innovated 

and was found that it was difficult to control in this 
particular case, or 

 is dominant in cloud offerings. 
 

Now to examine each of these signs we first understand 
what cloud computer core technologies are.  

 

A. Cloud Computing Core Technologies and their 
Vulnerabilities 

 
Cloud computing is based on a number of core 

technologies. These core technologies Cloud computing is 
built heavily on certain core technologies. These are the 
technologies without which cloud computing cannot be 
fruitful and in some cases not possible at all.  

 
Web Services and Applications: Web application and web 

services technologies are the baseline of software as a service 
(SaaS) and platform as a service (PaaS). SaaS is usually 
access as web applications by the end users. PaaS makes 
development process easier by exposing web services and 
integrating them into the user web applications. PaaS makes 
the development of new application easier by using pre-built 
services. Similarly, infrastructure as a service is typically 

administered using a web interface, like managing access 
control of different users.  

 
Virtualization Offerings: Virtualization lets users run 

multiple isolated virtual machines (VMs) on a single physical 
machine, simultaneously. It is the a core technology for 
providing high computing power to the customers while 
keeping the system elastic and keep pay-as-you-go model. 
Virtualization provides pooled resources to the users while 
giving a best utilization of the installed infrastructure. SaaS 
and PaaS are built on top of the virtualized infrastructure.  

 
Cryptography: For a majority of the cloud computing 

security cryptography is the only technique used for security 
data on the cloud servers.  
 

Web applications, web services, virtualization and 
cryptography have vulnerabilities that are either core 
vulnerabilities or are introduced only when these technologies 
are used in cloud computing. Following is a discussion about 
some of these vulnerabilities. 

 
VM Hopping: It lets attacker on one virtual machine (VM) 

gain access to another VM, which is being attacked by the 
attacker. In this attack the attacker can modify the victim’s 
configuration settings, monitor resource usage and delete 
confidential data. This may lead to harm confidentiality, 
integrity and availability of the user’s data. The only 
requirements for this attack are that the attacker VM must be 
on the physical machine where the victim’s VM is residing. 
And the attacker must know the victim’s VM IP address. As 
multiple machines are running on the same physical machine 
simultaneously in cloud computing and they belong to 
different firms therefore VM hopping can be a worse in case 
of cloud computing. Thus we can say that VM hopping is a 
reasonable vulnerability in case of cloud computing. As 
several computers are running on the same machine, one or 
more VMs can become victims of this attack. VM hopping is 
particularly crucial to PaaS and IaaS. But SaaS can also be 
affected indirectly as it is also based on PaaS and IaaS. It can 
affect SaaS confidentiality and integrity of user’s data [18].  

 
VM Mobility: VM’s virtual disc contents are stored as files 

on the physical machine.  This makes VM possible to be 
carried away and moved from one physical machine to 
another. This gives mobility to VM which helps in quick 
deployment of the system. The mobility of VM also brings 
some issues into the system, like vulnerable configuration 
spreading. An attacker will encapsulate such vulnerable 
configurations into his/her own VM. When this VM is moved 
to any other physical server, the vulnerabilities will also be 
moved along with the virtual machine. This can act as man-in-
the-middle attack. The guest operating system can merely 
loose confidential data (which is of course not a small issue 
itself) or can completely compromise the new guest machine. 
We cannot completely stop this as VM mobility makes the 
overall system very much flexible. Service level agreements 
can be helpful in minimizing the possible impacts of VM 
mobility.  
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VM Diversity: Securing and maintaining of virtual 
machines is difficult due to the wide range of operating 
systems. These OSs can be deployed in seconds [17].  The 
diversity of VM makes the maintenance and securing them a 
very challenging job.  

 
VM Denial of Service (DOS): In virtualization all the VM 

share same physical resources. These resources include CPU, 
memory and network bandwidth. There are cases when a VM 
takes all the resources and denies the services for the rest of 
the VMs on the machine. To prevent this attack the resource 
allocation configuration id done prior to assigning resources to 
a VM. In cloud computing SLA can be very helpful to stop 
DOS and configuration for each customer is clearly defined.  

 
Session Riding/Hijacking: Cloud computing is bases on 

web application/services. Web applications and web services 
use HTTP as the carriage protocol. HTTP by design is 
stateless, which means that the state of the application in lost 
between multiple requests to the server. To manage the state 
of HTTP multiple state management techniques are used. 
Among those technique is session. There are many techniques 
to manage sessions, including query string, cookies and state 
server. But one way or the other session management are 
vulnerable to session riding and hijacking. As cloud 
computing uses web interfaces, session riding and hijacking is 
very much associated to cloud computing architecture. 

 
Cryptanalysis: Cryptography techniques are used to secure 

data on cloud. There are ways to render cryptographic 
mechanism and algorithms. 
 

B. Essential Cloud Characteristic Vulnerabilities 

 
We have defined NIST basic characteristics of cloud 

computing. These vulnerabilities are mainly concerned with 
those characteristics of cloud computing. Below are a few 
examples:  

 
Internet Protocol: Cloud services are provided over the 

network which in most cases is the Internet. Internet uses 
standard protocols which are not considered trusted in most 
cases. Thus Internet protocol vulnerabilities are relevant to 
cloud computing. 

 
Un-Authorized Access: One of the NISTs key features was 

on-demand self service without human interaction. This 
requires a web based management interface accessible from 
anywhere in the world. The management interface can be 
accessed by unauthorized users over the Internet. In cloud this 
is more important than in traditional system as the 
management interface is accessible to more people. 

 
Data Recovery: Resource pooling requires that same 

resources will be shared by many users at different time. A 
resource used by one user will be used by another user at 
some other time. An attacker on the same physical machine 
can thus recover data from memory and storage devices. 

C. Limitations in Known Security Techniques 

 
If cloud computing is directly affecting the currently 

applied security techniques, such that they are no longer 
helpful in cloud computing environment. Like, standard IP-
based network zoning cannot be applied in cloud computing 
environment. IaaS provides does not allow network based 
vulnerability as friendly scans cannot be distinguished from 
attackers’ scanning. In a virtualized environment network 
traffic means communication on real and virtual network. A 
virtual network is network among different VM on the same 
physical machine. Such issues are new with the advent of 
cloud computing.  

 
Similarly, poor key management is also one of the security 

control issues. Cloud computing require storage, generation 
and management of many different kinds of keys. VM are 
geographically distributed and do not have a fixed physical 
hardware, thus some hardware security module (HSM) 
incorporation is difficult in case of cloud computing.  

 
Finally, the users of cloud computing are not provided any 

security metrics that can be used to monitor security status of 
their cloud services. This is because currently there are not 
security metrics adapted in cloud computing.  Audi, 
accountability and security controls are more difficult to apply 
until these security metrics are implemented for cloud 
computing.  

 

D. Vulnerabilities in Cloud Offerings 

 
Cloud computing offers some state of the art offerings in 

the market. If the vulnerability is found in state of the art 
offering it is also called cloud specific vulnerability. Weak 
authentication and injection attacks are two examples of such 
vulnerabilities.  

 
Injection is performed by providing an input to an 

application such that part of it is executed as command on the 
server. These code lines do the attacker’s desired functionality 
which can definitely harm the overall system. Examples are 
SQL injection, command injection and cross-site script 
injection.  

 
Similarly, weak authentication is also a problem in cloud 

computing. Cloud computing provides web interfaces to its 
customers. Web uses username password authentication 
techniques most of the time which is not considered a secured 
authentication mechanism due to insecure user actions 
(choosing weak password, remember password, and so on) 
and one-factor authentication technique.  

 
There are vulnerabilities in cloud computing infrastructure 

and platform. Cloud computing infrastructure provides basic 
IT resources including storage, computing resources and 
communication as services to the higher layers of cloud 
computing. These resources are usually virtual resources on 
top of physical resources. Cloud computing platform provides 

(IJCSIS) International Journal of Computer Science and Information Security, 
Vol. 13, No. 7, July 2015

25 http://sites.google.com/site/ijcsis/ 
ISSN 1947-5500 



 
 

application development and runtime environment for the 
services developed in one of the supported languages. The 
vulnerabilities involved in them are discussed below: 

 

i. Storage Security Risks 

Resource pooling and elasticity are playing main role in 
making cloud data vulnerable. As same data storage devices 
are being used by different users of cloud. If a user’s 
confidential data is stored on primary memory or backup 
storage. When this user stops using that address space and this 
address space is assigned to some other user who can be an 
attacker. This attacker can recover this data back and get 
access to the confidential data of the previous customer.  

 
Media sanitization is also harder in cloud environment 

using both hard and soft media sanitization. Data sanitization 
is used to avoid the possible outcomes from data remanence. 
Data remanence is the footprint of the data that remains after 
the data has been removed and deleted from a storage media. 
This may occur by a nominal file deletion operation. Media 
sanitization is usually done by formatting the storage media, 
which is not possible in case of cloud computing. Most of the 
organizations destroy the storage media physically, a hard 
sanitization. This hard sanitization is also not possible in cloud 
computing as the overall storage is being shared among 
various customers and they have valuable data stored on it.  

 
Cryptography is used as a solution to data storage 

problems. But as discussed in vulnerabilities section poor key 
management and storage of keys is a challenge that threats the 
use of cryptography in cloud computing.  

 

ii. Securing Communication 

Due to elasticity and resource pooling certain networking 
infrastructure is also shared among the customers of cloud 
computing. Cross-tenant attacks may occur by utilizing the 
shared network infrastructure resources such as domain name 
system, dynamic host configuration protocol and internet 
protocol. This usually happens in IaaS environment. Due to 
virtualization the network not only means real network 
infrastructure but also the virtual network among the VM in 
the same physical environment. Network based security 
implementation are sometime not possible to integrate in a 
virtual networking environment. 

 

iii. Identity, Authentication, Authorization and 
Auditing (IAAA) 

Identity management, authorization, authentication and 
auditing are major requirements for almost all of the services 
provided by cloud computing. In some cases these services 
can be offered as third party services but most of the time they 
are part of the process to utilize the services by the customers. 
We have already discussed weak user authentication 
mechanism in cloud computing. Here we mention a few more 
related cloud specific problems: 

 

Weak Credential Reset Procedure: The process of the 
resetting credential details in case of forgot or loss of 
credential must be in accordance with cloud computing as 
most of the cloud computing providers manage user credential 
themselves. 

 
Denial of Account and Denial of Services: One of the 

policies defined especially in username password 
authentication mechanism is to lock out a user in case of many 
wrong credential entries. This often requires some human 
interaction, like the user of captcha, for the next authentication 
verification attempt. In case of desktop client applications 
which are pre-configured to login at remote locations, the 
services will be denied until human interacts with the system. 

 
 Authorization Checks: Web applications and services often 

provide insufficient authorization checks which may lead to 
helping the attacker guess the next changes to get an 
unauthorized record. For example, in case of a record being 
displayed to the customer (who an attacker) by id in the query 
string may help the attacker guess what is the next possible 
record to be accessed. The authorization checks need to be 
applied on individual services and at any location where there 
is a chance of bypassing a pre-determined flow. Like, the 
provider thinks that the user will come to a particular page 
after logging into the system but the attacker directly types a 
URL and append a query string to it in order to a get a 
particular record which is consider to be unauthorized. 

 
Customizable Authorization: Cloud service management 

interfaces should provide very much customized authorization 
configuration platform. The users can be categorized as 
groups and even within same groups the privileges can be 
vary from user to user and from time to time. The 
management interface should provide a configuration panel 
from where each and every user should be strictly provided 
only what s/he needs at that time.  

 
Activity Logging and Monitory: Currently there is not 

standard for logging and monitoring the activities performed 
by users of cloud computing. Log files record everything 
being done on the servers and it is hard to filter them out for a 
particular users, particular access region and so on. For 
auditing user actions and traces it is very much required to 
provide a standard mechanism for logging and monitoring the 
users activities performed on the cloud system. 

 

iv. Management Interface Security 

On demand self service requires cloud computing to 
provide an interface to the customers from where they can self 
service them by rapidly providing changing the service 
provisioning without any provider’s intervention. This 
interface is a web interface and it inherits all the problems of 
the protocols used for web application/services. Keeping all 
the control at a single place makes it more attractive for the 
attacker and breaching the security of this one point may lead 
the maximum possible loss that can occur in cloud computing.
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Cloud Computing Core 
Technologies’ Issues 

Essential Cloud 
Characteristics 
Vulnerabilities 

Issues in Known Security 
Policies 

Vulnerabilities in 
Offerings of Cloud 

Computing 
 Web-Services and Applications 

 Virtualization Offerings 

 Cryptography 

 VM Hopping 

 VM Diversity 

 VM Denial of Services (DOS) 

 Session Riding/Hijacking 

 Cryptanalysis 

 

 Internet Protocol 

 Unauthorized Access 

 Data Recovery 

 

 IP-Based Network Zoning 

 Friendly Scanning VS 

Attacker’s Scanning 

 Key-Management 

 Security Metrics to 

Monitor Security 

 Weak Authentication 

 Injection (SQL, Command, 

Cross-Site Script) 

 Storage Security Risks 

 Communication Risks 

 IAAA Issues 

 Management Interface 

Security 

 
Table 2: Cloud Computing Specific Vulnerabilities 

 
 

 

VI. CONCLUSION 

 
Cloud computing is growing fast in the market as for the 

offerings it promises with its customers. For most of the 
customers cloud security has always been a main concern. The 
level of security cloud is providing to the customers is 
unknown as there are no security standards defined which 
focuses on cloud computing. Current security controls are not 
appropriate in cloud computing in many cases. Changes need 
to be brought in the current security policies such that they 
become effective in cloud computing environment. There is a 
great deal of interest required in adapting those security 
modules accordingly. Similarly, there are some new security 
vulnerabilities which were not introduced before cloud 
computing evolution. New security modules are required to be 
introduced which are applicable in cloud environment. These 
security policies can be implemented as a service of cloud 
computing on demand. Not all the services of cloud 
computing require same level of security. For example, 
telemedicine and e-commerce may require a high level of 
security but provision of public information can do well in a 
less secured environment. Similarly, not all the users of the 
same service require same level of security. For example, for 
business discussion the voice conversation is required to be 
highly secured whereas security may not be of any concern 
while calling a friend using the same voice service on cloud. 
Thus protecting at the highest level of security is not always 
considered a good practice as different services require 
different level of security when used by different types of 
users. Keeping highest level of security for all the services and 
all types of customers can be costly.  
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Abstract — To meet the rapid growth of cloud technologies, many 

web information provider application are developed and 

deployed, and these applications run in the cloud. Because of the 

scalability provided by the clouds, a Web application can be 

visiting by several millions or billions of users. Therefore, the 

testing and evaluation of performance of these applications are 

becoming increasingly important. Web application usage log 

evaluation is one of the promising approaches to tackle the 

performance problem by adapting the content and structure of 

application to the needs of the users by taking advantage of the 

knowledge acquired from the analysis of the users searching 

activities from the web search logs. We propose a framework for 

web search log evaluation using classification and clustering 

method for effective testing information search in cloud. It also 

provides an information search ranking method to refine and 

optimizes the search evaluation process. We evaluate the 

proposed approach through implementing a web proxy in a 

server to record the user search logs and measure the retrieval 

precision rate for different users. A rate of 25% precision 

improvement is observed using different cluster testing for 

different users. 

Keywords- Cloud, Web Search, Web Log, Classification, 

Clustering, Information Search, Testing. 

I.  INTRODUCTION 

The dependency over cloud based web application need 
increase with the growth of internet and web services, at the 
same time extensive challenges are builds for developers to 
provide conveniently and better services[5][18]. In general, 
web applications presents the same service for different users 
when they request for the services, not considering about their 
different needs and preferences [2]. For information retrieving 
from cloud based web application retrieves information based 
on the user request input, but the return response often miss the 
target web service page which user looking for due to very 
short scope of request interpretation[19]. The response on 
different subtopics or meanings of a request will be mixed 
together in the response list, thus implying that the user may 
have to sift through a large number of irrelevant items to locate 
those of interest. However search engines are good for 
searching but the search results acquired might not always be 
helpful to the user, as search engine fail to recognize the user 
intention behind the request.  

A typical web search engine provides similar set of results 
without considering the intention of the user [1][3]. Therefore, 
an efficient model is needed which can give accurate outputs to 
the user with higher accuracy. 

The most challenging problem that must be met during the 

information retrieval process is user privacy violation. Many 

users are reluctant to disclose personal information either 

implicitly or explicitly and be reluctant to visit websites that 

use cookies or avoiding to disclose personal data in the 

registration forms [17]. In both cases, the user's anonymity is 

lost and all records of their actions and, in many cases without 

their permission, used to know. A user with cookie 

technology, the site also agreed to supply personal 

information, in addition to the disclosure of such information 

without the consent of the user, can be exchanged between the 

sites [7]. 

The standard approaches automatically search and interprets 

by user agents in a standard format that allows Web sites to 

express their privacy policies. Key information about the data 

collected by a Web site to automatically convey to the user, 

and a site of personal exposure can differ from the methods 

and consumer preferences, therefore, the process of reading 

privacy policies, users will be trimmed for the data is 

automatically flagged [6]. 

Many traditional methodologies [9][10][11] are proposed 

based on the location preferences, collaborative filtering, 

hybrid content-based collaborative filtering techniques which 

have been developed for the websites, with the support of the 

recommendations such as the web search[12]. However, most 

of these approaches are suffer from a major drawback in 

which users can surf websites anonymously by proxy, and 

their identities are hidden and difficult to get. Some of the 

positive development of web testing are based on user 

feedback or to subscribe their interest. Users of these systems 

is time consuming and hence the desire to use such methods 

are not. More recent techniques derived from data stored in 

Web server logs, which aims to discover interesting search 

patterns are based on web search logs [14]. We propose a 

novel web search log evaluation over distributed cloud to 

overcome the difficulty of web search using user web search 

log classification and clustering techniques. 
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II. RELATED WORKS 

Web search displays user interest using their relevancy 

information of each user information retrieval [7]. As 

competition in the search market is growing rapidly, some 

search engines introduced web search service. For example, 

Google Cloud Personalized Web Search allows the user to 

define a category of websites of interest. Some systems use a 

Web search for the accuracy of the information processing 

requirements of the user feedback or ask users to register their 

demographic data already, so as to provide better service [11]. 

Since these methods require users to take additional measures 

to specify your preferences manually beyond search. The 

approaches that are capable of implicitly recognizing user's 

information needs should be developed. Since the need for 

personalized cloud Web search is increasing, many researches 

have to be done to provide the relevant information by 

considering the users situations [16]. 

Lu. M.T. and Yeung [9] proposed a framework that 

improve the effectiveness of the commercial web applications. 

They designed a group of rules to facilitate the web 

application development. A Meta model of a generic web 

application structure was described in [4], and splits the 

websites into several components: web pages, frames, links, 

and forms. Based on this model   Tonella et. al.[10] designed a 

system to automatically analyse the websites. 

J. Yu et. al. [12] describes the user context of mining on the 

basis of calculations for interactive web search. He describes 

that web search network is an effective way for same request 

and how to achieve the requirements of the user in real-time 

information as a key theme in web search. Han J Kim et al. [8] 

described on the development of user profile based on the 

concept of a network for a web search. This explains the 

innovative methodology for development of a network user 

profile concept for web search over cloud [10]. 

F. Akhlaghian et.al [13] described a web search using 

ontology-based network and fuzzy theory. The proposed web 

search engines use an automatic network fuzzy concept. The 

main objective is to use the concepts of ontology to improve 

the design of common fuzzy network built according to user 

profile.  C.Biancalana et al., [15] proposed a new way for web 

search in the Web using social tagging in the expansion of the 

request. Social networks and common labelling systems 

quickly achieve greater recognition as the most important 

elements for categorization and data sharing using users tag 

and bookmarks, so as to facilitate the distribution of 

information and subsequent visits. 

III. WEB SEARCH LOG EVALUATION FRAMEWORK 

The purpose of the processing of web usage logs of a user 
to record information in the log files of the Web server is back. 
The user's interest with regard to the behaviour patterns of web 
usage data by applying statistical and data mining techniques to 
the web site, it is also possible correlations between pages and 
the user can identify a web page as shown in Figure-1. 

 

 

Figure -1 Web Search Log Evaluation Framework 

 

User sends a search request to internet web server where 
server performs a search operation and sends the retrieved 
result for relevancy. Web server logs all user activity into web 
usage. User access log record time, request that the requested 
URL and the status code contains the IP address of the user. 
The recorded log usages construct cluster data model using 
Hierarchical clustered method and frequent pattern mining 
classification. The log usage processing is a background 
process which updates cluster data periodically. This approach 
minimizes the processing cost in real time. The clustered data 
are utilized for re-ranking and relevancy results. 

Web access process data in manufacturing, innovation and 

a model for the analysis of the sample pre-processing, such as 

classification and clustering run in three different stages. 

A. Pre-processing 

Web server records server log file for each access of Web 
page. Web log data, users, sessions, page views, etc. of a server 
log acts as a simple text file that can be processed in order to 
identify a user. 

Each line represents a web request in the log file. When a 

visitor requests a Web page that contains two images, three 

lines will be appended to the log file in relate to the images 

which is included in the web page. Each line of the current 

page/folder in the Web site's URL with the IP of the requested 

file and request the user ID of the requested file having date 

and time stamp of the request type, location and making the 

user's computer's address status code, name and size which 

referred. 
By removing noise and conflict in the log file data with pre-

processing to improve the quality of data will help to normalize 
the data. It cleans the web log data from irrelevant entries 
recorded from page accesses, for example, an error, graphics, 
script file etc. The process parses the log file and transforms the 
data to normalize for ease classification and clustering. 

B. Web Search Log Classification 

Classification applied in order to detect patterns using data 
mining methods. It helps to extract related data based on some 
rules. A multilevel association rule mining is applied on the 
proposed framework to build a pattern on pre-processed data. 
Multi-level association rules can mine data log efficiently with 
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the use of the concept of hierarchy under the support and trust 
framework. Overall, from the top down strategy is employed, 
which counts accumulate to calculate the associated item sets 
approach at all levels, from level 1, 2 and 3 concepts and 
working down the hierarchy to a more detailed conceptual 
levels until there you can find more related item sets. 

 

 

Figure -2 Multilevel Association Classifications of users log data 

C. Web Search Clustering 

Clustering groups similar and dissimilar to one another on 

the basis of other data, the same group in the group listing 

process the data. A cluster of data that can be treated 

collectively as a group, and thus can be considered as a form 

of data compression. Separate classification groups is an 

effective tool, but it is a large set of models that characterize 

the sample in each group, in spite of the need for a proper 

collection and labelling. 

The top-down manner in the framework of a hierarchical 
clustering method to group data into groups to implement a 
tree. This top-down strategy, starting with a cluster of top 
items, and each item that satisfies the conditions to cancel some 
of its own or to form a cluster, a cluster of tiny pieces and 
subdivides. Web search on the back so that they can monitor 
the cluster samples are stored in the ranking process. 

 

 

 

Figure-3 Hierarchical clustering of user-1 log data based on the above 

classification 
 

 

IV. SERVICE RE-RANKING METHOD 

The framework implements the re-ranking algorithm to 

retrieved web search result. A search request Q requested by 

the user U to retrieve a search result. We assume that a set of 

cluster pattern data as Cd  of user U has stored in cluster 

database of the framework. To compute the re-ranking for 

relevancy we compute the user web site visiting frequency as 

Wfreq, link accessed frequency as Afreq and average value as 

Pavg, using Wfreq and Afreq. 

Let’s assume that top 10 result set as SR has obtained having 
results as  R1 . . . . . R10    and each result has link pointing a site 
as L1 . . . . . L10    as on posing a request Q to a search engine. 

To compute the Wfreq of the obtained result of SR we need to 
find the frequency of web site url as t accessed by user against 
the total distinct web sites url using clustered data pattern as, 

 

To compute Afreq we need to find the frequency of t and 

link as Li accessed for the user against the clustered data 

pattern of the user as, 

 
To effective result ranking value we compute an average value 

as Pavg using Wfreq and Afreq as, 

 

Based on the obtain Pavg of each result will be reorder for 

relevancy. The relevancy result will be send to user as search 

response. This approach of re-ranking will be effective as user 

usage log is a collection of all browsing activities. It might 

possible that user visit a site directly entering base URL 

instead of web search. The proposed approach utilized both 

search and direct visit log to build the relevancy result, which 

improvise the user web search and meet the required interest. 

V. EXPERIMENT TEST AND EVALUATION 

To measure the effectiveness of proposed approach we 

measure the relevancy precision as PPR   of the obtain results. 

The measure of relevancy precision defined based on the 

number result re-ranked. 

Let’s assume a search result as SR and a relevancy result as 
PR for a given set of clustered data as CD for a user generated. 
If PR (r) ≠ SR (r) and Pavg > 0, where r is the result record, then 
we call it as relevancy precision of the result and it can be 
compute as, 
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For experiment we install web proxy in a server to record the 
user logs. We perform a repetitive search as also direct visiting 
to various sites to download music files. To construct a 
clustered data pattern we run a infinitely interval based 
background java program which implements classification 
using multilevel association rule and clustering using 
hierarchical clustering method. 

To evaluate the proposed approach we select 3 users and each 
user submits a request as “download mp3 songs” to a popular 
search engines as Google. We collect top 10 results from 
search engine and implements the re-ranking algorithm on each 
result to compute Wfreq , Afreq and Pavg. We generate the 
relevancy result based on the obtain Pavg value by result re-
ranking and send to the user as search result. This process 
repeated for each user on submits of search request. Every 
search and navigation increase user web usage log, as cluster 
pattern generation is an infinite program run on intervals 
generates more relevant patterns of a user. An increase in user 
clustered patterns improvises the precision of relevancy and 
user interest. 

 

Figure-4 Relevancy Precision percentage 

Figure-4 shows the relevancy precision with increase of 
clustered pattern data of users. An improve in precision 
percentage is observed with the increase of cluster pattern data, 
which suggests that web usage log can be useful input for user 
web search relevancy and the proposed approach efficiency. 

VI. CONCLUSION 

Web search engines, user information need only be satisfied 
with a little ambiguous question. It is difficult to provide basic 
information retrieval and search results are customized to each 
user's web search. In this paper, a new classification and 
grouping approach using web usage for effective website 
search for the web relevancy is proposed, in studying how a 
search can be relevancy accurately identify user’s web usage 
log data. An advance preparation of support resource required 
for relevancy reduces the recall cost. Experiment shows an 
improvisation in Relevancy Precision percentage which 
suggests that web usage log can be useful input for user web 
search relevancy and user interest and can effective model for 
cloud testing. 
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Abstract — Based on the fact that management of nutrition 

information is still a problem in many developing countries 

including Tanzania and nutrition information is only verbally 

provided without emphasis, this study proposes mobile 

application for enhancing management of nutrition information. 

The paper discusses the implementation of an integrated mobile 

application for enhancing management of nutrition information 

based on literature review and interviews, which were conducted 

in Arusha region for the collection of key information and details 

required for designing the mobile application. In this application, 

PHP technique has been used to build the application logic and 

MySQL technology for developing the back-end database. Using 

XML and Java, we have built an application interface that 

provides easy interactive view.  

Keywords- Nutrition information; MySQL; XML; Java; PHP; 

Mobile Application. 

I.  INTRODUCTION 

 The mobile technology has been the most fastest growing 
media technology used in the healthy sector in Tanzania in 
recent years compared to other media technologies [1]. This 
technology directly targets the general public through engaging 
users in health related activities, and thereby improving 
accessibility to quality health information, health services, and 
encouraging user behavior that involves seeking preventive 
health solutions [2]. The wide spread of mobile phones has led 
to significance increase in mobile applications for providing 
access to various information that are needed by the 
community. Mobile applications have been designed to run on 
mobile devices and allow users to interact with service 
providers. Our proposed system is in the form of an integrated 
mobile application, which is designed to enhance management 
of nutrition information. 

  The proposed mobile application will be integrated with 
the existing health centre system. The health centre system 
used is Open MRS. The proposed system will allow nutrition 
practitioners to send information and recommendations to the 
targeted user. In this aspect, the user will be able to access 
nutrition information and request any other nutrition related 
details or seek advice when necessary. The application will also 
provide reminders so as to notify the user on necessary events 
such as clinic visit for vitamin A supplements. In this 
application, nutrition tips will be generally provided and 
available for all users, and the users will be able to view 

nutrition tips and request for new tips based on their concern 
and nutrition practitioners will respond to the request 
accordingly. In responding to the nutrition tips enquiries, 
nutrition practitioners’ profile will be specified so as to show 
the validity of the tip. In this application, the researcher will be 
able to generate nutrition reports based on provided 
information and the administrator will monitor the overall 
activities of the system and be responsible for user approval. 
The application will allow user interaction whereby the 
authorized user will be able to view the historical 
recommendation and request assistance when needed. The 
system will be user interactive and support two way flow of 
nutrition information.   

II.  METHODOLOGY 

The requirement gathering was conducted in Arusha region. 
The method used in this study based on qualitative research 
methods such as literature review and interviews whereby 
casual talks were conducted for the collection of information. 
Through the interviews, we interacted with the nutrition 
practitioners together with prenatal and post-natal mothers and 
collected data relevant for specifying the requirements for 
developing the mobile application. 

III. REQUIREMENT SPECIFICATION 

This study involves both functional and non-functional 
requirements. The functional requirements for developing this 
mobile application covers the issues of recommendation as set 
of nutritional information that are suggested by nutrition 
practitioners to the user based on the user’s described 
information and nutrition tips as the set of nutritional 
information concerning nutrition improvements added by 
nutrition practitioners for the user. The functional requirements 
also include a reminder as notification provided to users based 
on necessary nutrition events and reports that are generated by 
researcher based of nutrition information provided. The non-
functional requirements of the system cover the issues of 
maintainability, operability, performance and security of the 
system. 

IV. DESIGNING THE PROPOSED SYSTEM 
 In this study, the design part was illustrated on two major 

parts using Data Flow Diagram (DFD). Fig.1 shows 
administration management data flow diagram and Fig.2 shows 
tips and recommendation management data flow diagram. 
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Fig. 1 Administration management data flow diagram 

 

 

 
Fig. 2 Tips and Recommendation management data flow diagram 

35 http://sites.google.com/site/ijcsis/ 
ISSN 1947-5500 



(IJCSIS) International Journal of Computer Science and Information Security,  

Vol. 13, No. 7, July 2015 

 To accomplish the implementation part for the proposed 

application, a model adopted from SDLC has been chosen for 

developing a successful information system. The software 

development life cycle (SDLC) is a framework that defines the 

tasks performed at each step in the software development 

process. It consists of a meticulous plan that describes the 

processes for developing, maintaining, replacing and altering 

the specific software. The SDLC defines the method for 

software quality enhancement and the overall development 

process [3]. To make the complete product to deliver faster, 

we decided to use the Rapid Application Development (RAD) 

model.  

A. Rapid Application Development 

The RAD is a model designed to facilitate much faster 
software development and provides higher quality results 
compared to the traditional lifecycle; this model delivers faster 
and higher quality product [4]. In this study, we preferred to 
use RAD as it proved to be successful tool for developing our 
mobile application. Fig. 3 shows the Rapid Application 
Development model of our system. 

 

Fig. 3 The System’s Rapid Application Development Model 

B. Mobile Application 

Mobile  application is a type of application software that 
takes advantage of the mobile technology, and it can be used 
with any other technology apart from mobile phones [5]. The 
numerous functions and services offered prompt the extensive 
use of the mobile applications. In this paper, we use android 
mobile application in order to distinguish with other 
Unstructured Supplementary Service Data (USSD) applications 
that provide limited information and don’t support storing of 
provided information. The reason is to provide two way flow of 
information by supporting interaction and allow access of large 
amount of information. 

1) Why choose Android: Android is one of the most 

powerful and flexible open source platforms and its 

increasingly becoming popular. There are no licensing fees; 

this increases preference of many developers. In this study, we 

preferred developing mobile application supported by this 

operating system with consideration of market terms. The 

growth of mobile devices such as mobile phones is a 

worldwide phenomenon with mobile phone ownership 

outstripping computer ownership in many countries. Also there 

is an increase in smart phones, which created a growth market 

for advanced mobile applications [6]. 

C. PHP 

In developing the mobile application, we used the 
Hypertext Pre-processor (PHP) because this is one of the 
server-sided languages widely-used in software development 
and is an open source scripting language that we found 
appropriate for developing our system.  

1) Why use PHP: PHP was preferred in this development 

study because, first it is simple and thus easy to learn. It 

efficiently runs on the server side and its codes runs faster due 

to the fact that it runs in its own memory space so it has a fast 

loading time. The PHP has tools that are open source software, 

and thus are freely available for use. Furthermore, it is flexible 

for database connectivity and it supports a wide range of 

databases. Additionally, the PHP can connect to a number of 

databases, but MySQL is the most commonly used as it can 

also be used at no cost [7]. 
In addition, PHP is compatible with almost all servers and 

its security features allow many functions to protect users 
against certain attacks. This language runs on various platforms 
such as Android, Windows and so many others. 

D. MySQL 

MySQL is one of the database systems that run on a server 
and uses the standard Structured Query Language (SQL). It is 
easy to use, reliable and it runs very fast. In this study, we used 
MySQL Database so as to enable the cost-effective delivery of 
reliable and high-performance application. The data in a 
MySQL database are stored in tables and offers a flexible 
programming environment [8]. Database systems are vital in 
computing and can be used as standalone utilities or as part of 
other applications. 

1) Why use MySQL: The MySQL database server provides 

the ability to handle applications that are deeply embedded and 

offers platform flexibility; this is a MySQL stalwart feature. It 

allows customization so it is easy for a programmer to improve 

the database server by adding unique features. 
MySQL has been used by many database professionals due 

to the unique storage-engine architecture that allows 
configuration of the database server remarkable end results 
performance in particular applications. 

Apart from that, MySQL offers a variety of unique high-
availability database server options ranging from high-speed 
master/slave replication configurations, specialized cluster 
servers offering instant failover, to third party vendors. So it 
provides high availability for programmers to rely on it.  

MySQL protects data through its outstanding security 
features; it has powerful mechanisms, which ensures that 
access to the database server is possible only to authorized 
users and other users are limited to the client machine level. 
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MySQL also has granular object privilege framework, which 
ensures that users can only see what they are supposed to see. 
Another important feature is that it has powerful data 
encryption and decryption functions, which protects sensitive 
data from unauthorized users. Secure Shell (SSH) and Secure 
Sockets Layer (SSL) are provided to ensure safe and secure 
connections. It also provides backup and recovery utilities so as 
to allow complete logical and physical backup, and also full 
and point-in-time recovery. 

MySQL offers full support needed for development of 
applications and developers can get all they required for 
developing information systems that are based on databases. 
[9]. 

E. XML 

Extensible Markup Language (XML) is designed to 
describe data [10]. This language is used as a medium for 
carrying information independently from the involved software 
and hardware of the information system. Through the XML, 
you can create information formats and structured data can be 
shared electronically. XML data is self-describing, which 
means the data and its structure are embedded replacing the 
need for pre-building the structure for storing the data when it 
arrives. XML allows sharing of information in a consistent way 
due to its simpler format [11]. 

1) Why XML: XML has good features for storing and 

transmitting information, which simplifies data storage and 

sharing. This language is useful in accurately describing and 

identifying information without mistake so as to allow 

information to be understood [12]. Standardized description 

and control of particular types of document structure is possible 

in XML. It provides messaging systems’ common syntax to 

facilitate information exchange between applications. In this 

study, we decided to use XML because it is free so we don’t 

need to pay and it is easier to upgrade without losing data. 

F. Java 

Java is a programming language and computing platform 
that is designed to support many applications to work. This 
language is fast, secure, and reliable so as to ensure developers 
about performance, stability and security of the developed 
application [13].   

1) Why Java: In this study,  we decided to use Java 

because it is platform independent so applications can run on 

many different types of devices such as computers and even 

mobile phones. Java is essentially made up of objects, which 

are programming elements, and therefore it is object-oriented 

[14]. This language is very simple, so it is easier for the 

developer to engage it in application development. 

V.  RESULTS 

An integrated mobile application has been developed as a 
result for enhancing management of nutrition information and 
integration with existing health system as declared in this 
study. Results show the system interface that was developed by 
using XML and Java so as to allow user interaction with the 
system.  

A.  System Interface 

Designing an interface is described as the process of 
developing a method in a system to connect and communicate 
so as to allow exchange of information. This acts as a channel 
of communication between user and application. Interface 
design focuses on anticipating what users might need to do and 
ensuring that the interface has elements that are easy to access, 
understand, and use to facilitate those actions [15]. 

1) Interface for mobile application: This section provides 

some of the developed interface for this application. First, the 

system administrator will register the users by approving their 

registration requests as no one can use the system without 

registration. Users will be using mobile phones to access this 

application. The application interface is presented in the Fig. 4 

below. 

 

 

                 
 

 

 

 
 

Fig. 4 System interfaces 

37 http://sites.google.com/site/ijcsis/ 
ISSN 1947-5500 



(IJCSIS) International Journal of Computer Science and Information Security,  

Vol. 13, No. 7, July 2015 

VI. CONCLUSION 

This study was on developing an integrated mobile 
application for managing nutrition information in Tanzania. 
The system development used various methods and materials, 
which were determined after the design process discussed in 
this paper, and which culminated into development of a mobile 
application for management of nutrition information. Mobile 
phones were chosen as the tool to manage nutrition information 
so as to allow interaction without time and place limitations 
due to ownership issues. After registration, only authorized 
users will be able to access the information. The system 
administrator is the one responsible for the approval of user 
registration and this will provide security. All nutrition 
information is provided by nutrition practitioners and the 
system will allow sharing of that information via social 
networks. The user will be reminded in case of any necessary 
event concerning nutrition and clinic visits so as to increase 
efficiency. On the other hand, the user can request for nutrition 
information and nutrition practitioners will respond 
accordingly.  
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Abstract— This Research paper represents, Automatic vehicle 
tracking by GPS modern system. The results obtained in a 
purpose-designed computer software for track Vehicle’s location 
and other data using by modern GPS or GLONASS technology. 
For this system need two types of product, one is technology 
product and another is web system. 
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I.  INTRODUCTION  

Building the Automated Vehicle Tracking by Modern 
Technology needs two major design units. One is Electronic 
side, Embedded hardware for vehicle Unit, which one sends the 
data to protocol of vehicle position and other status. Another 
one is customized software for monitor the vehicle which one 
receives data from sander (vehicle hardware unit) and store 
date for future. For this system find out the vehicle position, 
speed of vehicle and other status (AC, Ignition, Oil or Gas etc). 

 
Figure 1: Vehicle Tracking by GPRS [4]. 

 

II. HARDWARE OF VEHICLE ANALYSIS 

Vehicle hardware unit have several parts. As like GPS 
receiver, which one is quality that must be provided to the 
GSM Cellular System. Another one is Central Processing Unit 

which makes the status of vehicle. Another is desktop 
application which collects the data and sends the data to the 
receiver [2]. 

A. GPS Reciever 
GPS receiver is used to capture the current location and 

vehicle speed but this one is not in human understandable 
format. This raw data needs to be processed to convert it into 
useful information that can be displayed by a beacon on the 
map. CPU is required to process this raw data. SiRF Star III 
single-chip GPS receiver is used which comes integrated with 
SIM548C - GPS which is GSM/GPRS modem which is used 
for data transmission [3]. 

B. Design of  vehicle unit 
In-Vehicle Unit is designed using OEM module Telit 

GM862-GPS GSM/GPRS modem and microcontroller 
PIC18F248 manufactured by Microchip. Figure-1 shows the 
block diagram of In-Vehicle Unit. 

 
Figure 2: Design of In-Vehicle Unit [3]. 

GPS antenna receives signals from GPS satellites and it must 
face towards sky for correct computation of the current location 
by GPS receiver. Location data is transferred to microcontroller 
through serial interface. After processing of the data provided 
by GPS receiver, microcontroller transmits this information to 
remote location using GSM/GPRS modem. Microcontroller 
controls the operation of GSM/GPRS modem through serial 
interface using AT commands. External GSM antenna is 
required by the GSM/GPRS modem for reliable transmission 
and receiving of data. When modem receives any command 
sent by tracking server, it passes this information to 
microcontroller which analyses received information and 
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performs action accordingly (i.e. turns on/off ignition of 
vehicle, transmits current location, restarts GPS receiver, 
restarts whole system etc). Some of microcontroller I/O ports 
are connected to vehicle ignition on/off circuitry and door 
status output of vehicle. Information packet sent to server also 
contains status information of these I/O ports [4].  

C. Vehicle Unit Software Design 
Microcontroller is acting as Central Processing Unit 

for Vehicle unit. All operations of the In-Vehicle Unit are to 
be controlled by the microcontroller. Microcontroller needs 
instructions to operate the whole system. These instructions 
are provided to microcontroller by writing the software into 
microcontroller’s flash memory. It reads the software 
instruction by instruction and performs the action as 
required by instruction. Complete software is broken down 
into small modules as shown in Figure-2 [5]. 

 

 
Figure 3: In-Vehicle Unit Software Design [5]. 

 
TABLE I: List of Vehicle Unit parts [1]. 

 
Parts Model No. 

Battery  
Buzzer  
Button  

Capacitor: 
 

                1 µF 
10 µF 
100 µF 
1000 µF 
1 nF 
100 nF 

Communication 
Port: 

 

                D89 Male 
D89 Female 

Connectors  
Diode: 

 
                1M1170ZS5 

1N4007 
Zener Diode 

Display:                 20*4 LCD 
EEPROM:                 FM24C64 

GPS/GSM/GPRS 
Module: 

                SIM548C 

GPS and GPRS 
Antenna 

 

IC:                 MAX 232 
Inductor: 6.8 nH 

LED  
Microcontroller: Atmega128 

Opamp: 4136 
SIM Card and SIM 

Holder 
 

Transistor: 
 

2N3390 
      MJE340 

Voltage Regulator: 
 

IC-7805 
                    IC-LM317 

 
TABLE II: List of Simulation and Design parts [1]. 

 
Unit Name of software 

Simulation Coding: AVR Studio 
Simulation Software: Proteous 

PCB Design 
Software: 

Proteous 
Orcad 

Signal Capture and 
Analysis: 

Logic Analyzer 

Digital Oscilloscope  
Map: Google Map 

 

D. Desktop Application Design 
1. By using C#.NET customized software has developed 

and tests the communication with satellite, 
communication with web server and check AT 
commands. 

2. Hyper Terminal is also used for check 
communication. In this project we use MikroC 
compiler’s build in USART Terminal for checking 
data communication. 
 

i) Algorithm send “AT” command and others 
This subroutine is the basic routine which 

handles all the communication with GM82-GPS. 
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Figure 4: Flowchart of subroutine send “AT” commands [6]. 

 

This routine accepts the string containing “AT” command 
input in its parameters and sends this string character by 
character to module. GM862-GPS accepts carriage return 
(‘\r’) as a command terminating character. As this character 
is received it sends back the response to microcontroller.     
Figure-5 shows the flowchart.  
As shown in Figure-6, the flow chart routine checks each 
character of string, if the character is not null, it will check 
the transmit buffer contents. If transmit buffer is empty, it 
will write new character into the buffer. Transmit buffer is a 
hardware register of UART. As soon as an 8-bit data is 
written into the transmit buffer, UART hardware transmits 
that character at the specified baud rate. Each character of 
command string will be sent in this way. When the null 
character is found, it specifies end of string and routine 
terminates by sending carriage return to the module. When 
Response received from the module will be handled in 
another subroutine [6].  
 

ii) Algorithm Subroutine- Startup 
  Startup routine is executed only when device is 
powered on. It initializes all hardware of the In-Vehicle 
Unit and configures GM862-GPS. It performs various tests 
to ensure the GM862-GPS is working properly and is ready 
to use.  
All peripherals in use need to be initialized in this step. 
After initializations of local peripherals, GM862-GPS needs 
to be tested. Microcontroller sends “AT” command to GSM 
module using subroutine AT Command.  

Every commands sent to module are using this subroutine. 
If the device responds with “OK”, it means microcontroller 
can communicate with module. If device doesn’t respond 
after expiration of timeout routine is restarted. If problem 
persists definitely something in hardware is damaged. After 
receiving “OK” response from module various parameters 
of module need to be initialized. SIM presence is checked 
by sending command “AT+CPIN?” If device responds with 
“+CPIN: READY” message, SIM is ready to use. Any other 
response message will be considered as an error and routine 
will be restarted after expiration of timeout. When SIM card 
is ready, it is important to test whether module is connected 
to network or not. Network status can be tested with 
command “AT+CREG?” If module responds with 
“+CREG: 0, 1” module is connected to network and data 
can be sent over network. If any other response is received 
module keeps on checking for network status until it 
connects to network. Once it makes sure that module is 
connected to network, subroutine is terminated. 
 

 
Figure 5: Flow Chart of Startup Subroutine [7]. 

 

iii) Subroutine- Read GPS Data  
GPS controller is by default powered on when 

module is switched on. Figure 5 shows the flow chart for 
Read GPS Data subroutine. As shown in the flow chart 
subroutine first of all checks whether GPS controller is 
powered on? To check this “AT$GPSP?” is sent to the 
module. If it responds with $GPSP: 0 it is not powered up. 
If it is not already powered up; it can be switched on by 
sending “AT$GPSP=1”. Once GPS controller is powered 
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up location information can be read from it by sending 
“AT$GPSACP”. The module responds with a long NMEA 
sentence. The information of interest is latitude, longitude, 
speed, number of satellites used in calculating latitude and 
longitude. This information is extracted from the received 
response and saved in formatted string. This string can be 
later on passed to Send SMS subroutine to send it to 
remotely located Tracking Server [7]. 

 

 
Figure 6: Flow Chart Of Subroutine Read GPS Data [8]. 

 

iv) Subroutine- Send SMS  
This subroutine accepts message string as input 

parameter which needs to be transmitted. Subroutine adds a 
terminating character Ctrl-Z at the end of message string as 
shown in Figure-8.  
Then it checks whether module is in Text SMS mode. It can 
be checked by sending command “AT+CMGF?” If module 
responds with “+CMGF: 0” it is in PDU mode. Mode can 
be changed to text by sending command “AT+CMGF=1”. 
To send an SMS module requires destination phone number 
that is sent to module using command “AT+CMGS= da” 
where da represents the destination phone number. This 
phone number will be read from microcontroller internal 
memory which is stored during programming. After 
sending destination number module waits for prompt “>”.  
When prompt appears message string is sent using Send AT 
Command subroutine. If message sent successfully, module 

responds with +CMGS: where mr is message reference 
number. If any error occurs subroutine tries to resend the 
message until it is successfully sent. 

 

 
Figure 7: Flow Chart Of Subroutine Send Sms [10]. 

 

v) Subroutine- SMS configuration  
SMS configuration subroutine is call after startup 

routine. It is basically called once after powering up the In-
Vehicle unit like startup routine. 
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Figure 8: Flowchart of Subroutine – SMS Configuration [9]. 

 

It can be part of startup routine but it is separated because it 
does configuration of the module related to SMS only. 
Figure shows the flow chart. This subroutine checks the 
SMS service centre number by sending the command 
“AT+CSCA?” Service centre number is required because 
SMS is routed to destination via SMS service center. The 
module responds with “+CSCA: number”. If no number is 
present it can be saved in module by sending the command 
“AT+CSCA= number, type” type could be 145 if number is 
in international number format (i.e. it begins with +) or it 
could be 129 if number is in national format. When new 
message is received by module an unsolicited indication is 
generated. This indication may be sent to microcontroller, 
buffered if microcontroller is busy or discarded. In this case 
new message must be immediately sent to microcontroller 
or buffered if microcontroller is busy. This configuration 
can be done by sending command “AT+CNMI=1, 1, 0, 0, 
0” when GSM modem receives a new message it will send 
“+CMTI: “SM”, message index no” where message index 
no is location of message in memory and it can be then read 
by sending command “AT+CMGR=message index no”. 
After configuring new message behavior module is set to 
Text mode for SMS. It can be done by sending command 
“AT+CMGF=1”. All configuration related to SMS is 
finished and subroutine terminates [8].  
 

vi) Subroutine- Configure GPRS  
When GPRS service is available, it is cost effective 

and more efficient to transmit vehicle information through 
GPRS. In order to connect to GPRS, it needs to be 

configured. Figure 8 shows the steps required to configure 
the GMS module for GPRS data transmission. First step in 
configuration of GPRS is to define GPRS context. It is set 
of information to identify the internet entry point interface 
provided by the ISP. With these parameters the GPRS 
network identifies the ISP to be used to gain access to the 
internet and defines the value of IP address of the GPRS 
device once connected. 

 

 
Figure 9: Flow Chart Of Subroutine Configures GPRS [10]. 

 
The command sent for defining GPRS context is 
AT+CGDCONT=1, “IP”, “payandgo.o2.co.uk”, ”0.0.0.0”, 
0, 0. First parameters is context id, it is possible to define up 
to 5 contexts. Next parameter is protocol used for 
communication, third parameter is APN assigned by 
network server provider. In next step subroutine sets the 
parameters for Quality of service. Commands used are 
“AT+CGQMIN= 1,0,0,0,0,0” and 
“AT+CGREQ=1,0,0,3,0,0. These parameters are 
recommended by manufacturer of the GSM module. Along 
with APN network service provider also provides user 
name and password to connect to ISP. Next step is to set 
user name and password for current GPRS context. 
Commands used are AT#USERID=payandgo and 
AT#PASSW=password. Next step configures the TCP/IP 
stack. It basically sets the minimum packet size, data 
sending timeout and socket inactivity timeout. Command 
used for configuring TCP/IP stack is 
AT#SCFG=1,1,140,30,300,100. First parameter of 
command is connection identifier; next parameter is context 
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identifier for which stack is being configured. 300 is the 
minimum number of bytes that will be sent in one packet. 
Next parameters are inactivity timeout, connection timeout, 
and data sending timeout. Next step of the subroutine is 
configures the firewall settings. It allows certain computers 
to connect to module. In this case server IP address will be 
provided to firewall so that Tracking server can connect to 
In-Vehicle unit. Command used for firewall settings is 
AT#FRWL=1,”server ip”, subnet mask. Server IP address 
will be the IP address of Tracking server and subnet mask 
can be provided to allow access to range of computers. Last 
step is activating current GPRS context. Command is 
AT#SGACT=1, 1. First parameter is context id to be 
activated and next parameter is status i.e. 1 for activation 
and 0 for deactivation.  
 

vii) Subroutine-Send Information Using GPRS  
When In-Vehicle unit is configured to send 

information using GPRS, all activities of In-Vehicle unit are 
controlled by this subroutine. 

 

 
Figure 10: Flow Chart of Subroutine Send Information Using 

GPRS [9]. 

 
In order to send data over IP network application needs an 
interface to physical layer. This interface is named as 
socket. This subroutine starts with opening socket for 
currently configured TCP/IP stack. Command used to open 
socket for configured embedded TCP/IP stack is AT#SD=1, 
1, 6534. First parameter is connection identifier of TCP/IP 
stack, 2nd is protocol i.e. 0 for TCP and 1 for UDP. Next 
two parameters are port number and IP address/host name 
of Tracking server respectively. If command returns the 
response CONNECT; connection is accepted. Data can be 
sent now. After getting connection, socket is suspended 
using escape sequence +++ to bring module in command 
mode. Socket remains connected while it is suspended. 

When GPRS connection is alive, module can’t accept AT 
commands and GPS data can’t be read from module. Once 
module is in command mode this subroutine calls the 
routine Read GPS data which provides the information 
string that is to be sent to Tracking Server.  

 
Next step is to read I/O ports of microcontroller to get 

vehicle’s door and ignition status. Information string 
received from Read GPS data subroutine is appended with 
status of I/O ports. Socket connection is resumed and 
information is sent to Tracking server on this socket. If In-
Vehicle unit is configured for continuous transmission of 
vehicle information after regular intervals, all above steps 
are repeated otherwise module waits for incoming requests 
from Tracking server. If location request is received above 
steps are repeated and if any other command is sent by the 
server according action is taken. Server can send request for 
vehicle shutdown, changing the data transmission from 
GPRS to SMS or changing the continuous transmission to 
polling or vice versa, restart the In-Vehicle unit. This 
subroutine ends only when In-Vehicle unit is restarted by 
Tracking server.  

 
viii) Tracking Server  

Tracking server maintains all information received 
from all In-Vehicle units installed in different vehicles into 
a central database. This database is accessible from internet 
to authorized users through a web interface. Authorized 
users can track their vehicle and view all previous 
information stored in database. Tracking server has a 
GSM/GPRS modem attached to it that receives SMS from 
In-Vehicle units and sends those messages to the server 
through serial port. Tracking server saves this information 
into database [9]. 
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Figure 11: Flow Chart of Main Program [11]. 

 
Design of Tracking Server is partitioned into four major parts.  

1. Hardware design for GSM/GPRS Modem (GM862-
GPS) 

2. Communication Software for GM862-GPS 
3. Database 
4. Web Interface 

 
ix) Communication Software for GPS  

 
 
GPS functions work by this procedure: 

1. Configuration of GM862-GPS for sending and 
receiving SMS Receiving the SMS. 

2. Processing received SMS and saving information into 
database 

3. Sending SMS to in vehicle unit as required by user 

4. Accepting TCP/IP connections from In-Vehicle units 

5. Exchanging information with In-Vehicle units 
through internet. 

GPS will be configured in such a way that whenever new 
SMS arrives, GM862-GPS will send the information about 
SMS to the serial port. Software will be listening at serial 
port; it will read the SMS from GM862-GPS memory and 
extract the information from SMS. After extracting the 
information SMS will be deleted from GM862-GPS by 
software and information will be written to the database 
[10]. 

 
Figure 12: Data Flow of Communication Software [10]. 

 
x) System Testing and Results  

Testing In-Vehicle Unit (SMS Configuration):  
GPS interface board was connected to microcontroller board 
through a serial cable. 
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Figure 13: Flowchart Of Communication Software For Gps [10]. 

Debugging serial port of In-Vehicle unit was connected to a 
laptop’s COM port to see the debugging messages printed by 
microcontroller on HyperTerminal during its operation. This 
laptop and debugging COM port is just for debugging 
purposes, in real time there is no need to connect laptop to In- 
Vehicle unit.  

After connecting the GSM antenna and GPS antenna to the In-
Vehicle unit system was powered on. Following logs of 
microcontroller operation were captured from A custom 
Software. 
 

 
Figure 14: Serial Port Tester [11]. 

When In-Vehicle unit is powered on it executes Startup 
routine. It first reads and displays the existing configuration of 
the system. In next step microcontroller is configuring the 
GM862-GPS. It first tests the communication interface by 
sending “AT” command. GM862-GPS responded with “OK” 
message which shows that interface is working. +CPIN: 
READY response shows that SIM card is ready and +CREG: 
0, 1 response shows that module is connected to network.  
 

xi) Testing Tracking Server  
In order to test server, laptop was configured to act as a 

server. GM862-GPS COM was connected to COM port of 
laptop. Apache server was run on laptop to make it act like 
server. MySQL DBMS was installed. After running the 
Communication software for GPS following results were 
observed.  
 

xii) Web Interface Testing  
Since server is setup on the local machine. Website was 
opened in internet explorer. After logging to the website it 
displayed the page as shown in Figure-15. 
 

 
Figure 15: Pointing Out Current Location of Vehicle [11]. 

 
  Upgrading this setup is very easy which makes it open to 
future requirements without the need of rebuilding everything 
from scratch, which also makes it more efficient. 
 
Tracking vehicles in our system utilizes a wide range of new 
technologies and communication networks including GPRS, 
GSM, the Internet or the World Wide Web and GPS. All the 
services provided by this system had been tested in the real 
life. We implemented a system which is composed of a 
combination of a low-cost hardware unit and a user-friendly 
Android-based mobile application software utilized to create 
an on-board vehicle diagnostic system. For future work, more 
services could be added to the mobile application and also the 
graphical user interface could be improved. 
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III. MICROCONTROLLER COMPILER 

In this project we have used ATmega128 microcontroller 
which is familiar in AVR series. In this project to make a 
smooth instruction set we have used Win AVR Compiler. 

A. Microcontroller Programmer 
In this project we have used ATmega128 microcontroller 

which is familiar in AVR series. In this project to make a 
smooth instruction set we have used Win AVR Compiler. 

B. Web Application 
• The main part of this project is to show the live data to 

client. The GUI which is known as Graphical User 
Interface. This section has designed by using YII 
framework. 

• Testing Tools 

IV. PROBLEMS AND LIMITATIONS 

a) GPS Module 

In this project we’ve use a simple GPS module. Though 
GPS module is not available in Bangladesh, so we’ve collect it 
from china. We can show the point around 10 meter. If we use 
higher GPS module, we can able to show 1 cm diameter range. 

 

b) Microcontroller 

In Bangladesh microcontroller is also not available. We’ve 
use a SMD microcontroller which is very tough to soldering 
manually. 

 

c) PCB 

In Bangladesh we don’t have any automatic PCB Plant, so 
we made PCB locally. To make local pcb sometimes track 
connection will not established, it is very hard to find out the 
faulty point and fix it. 

 

Due to some hardware problem, it is very tough to 
communication with satellite. Sometimes we cannot find the 
exact value of the location.  In GPRS portion, we face some 
critical problem, because of our mobile operators’ network. 
Whenever we are going to a garage or under some high rise 
building, we cannot find any GPS signal, so we cannot show 
the point where our vehicle exists. 

Another problem is every operator do not support each features 
and AT commands. So it is very hard to find out the right AT 
Commands. 

 

V. CONCLUSION AND FUTURE SCOPE 

Vehicle tracking system is becoming increasingly 
important in large cities and it is more secured than other 
systems. Now a days vehicle thefting is rapidly increasing, 
with this we can have a good control in it. The vehicle can be 
turned off by only with a simple SMS. This system can be 
used to prevent car theft by combining the device with the car 
alarm and also obtaining a map containing the car location if 
the car is thought to be stolen. Since, now a days the cost of 
the vehicles are increasing they will not step back to afford it. 
This setup can be made more interactive by adding a display 
to show some basic information about the vehicle and also add 
emergency numbers which can be used in case of emergency. 
 

VI. RECOMMENDATIONS 

 
Hence, we have implement the system which 

provides the various facilities to the client related to the bus 
application like to see the all bus details such as bus route, bus 
timings, bus stops and also facility to the admin for adding the 
new routes or other bus details. The very important feature 
provide to the admin is finding the location and speed of the 
bus or client vehicle. 
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Abstract— One of the main important issues in critical to retail 
success is decision support methods for marketing decisions. 
Different data mining techniques can be suitable for targeted 
marketing and efficient customer segmentation. Mainly over 
data mining, the extraction of hidden predictive pattern from 
datasets organizations can recognize forecast future behaviors 
profitable customers, and assist firms to create proactive, 
knowledge-driven choices. The mechanized, future-oriented 
analyses is possible with data mining move outside the analyses 
of previous events usually provided with history-oriented tools 
like decision support systems. Data mining techniques response 
business requests that in the previous were too time consuming 
to follow. However, the responses to these requests create 
customer relationship management probable. Therefore, in this 
paper, a model base on the classification of J48 tree and feature 
selection is proposed to predict precise marketing performance. 
The propose model is evaluated conducted 3datasets and the 
results are compared with other algorithms such as Rep tree, 
Random tree and J48 tree. The experimental results show that 
the proposed model has higher precision and lower error rate 
in comparison of J48 tree, Rep tree and Random tree. 
 

Keywords-Customer relations management (CRM); Feature 
Selection; Data mining; Classification; J48 tree 

I.  INTRODUCTION  

Exploiting large dimensions of data for superior decision 
making by discovering interesting patterns in the amount of 
data has become a key task in today’s business background. 
Each company designs for future goals decisions to market 
their services and products. A lot of money and time is spent 
on these decisions. Leads or the prospective customers, 
created by these decisions come from different background 
and can be classified into different sets in relation to their 
spending power. Information about these leads is kept in the 
CRM database commonly [1]. Customer Relationship 
Management (CRM) is described about managing business 
dealings with the customer. CRM is analyzing, acquiring and 
sharing knowledge about customers [2]. CRM can be 
defined as the procedure of predicting customer behavior 
and choosing activities to effect that behavior to profit the 
company [3].Customer contentment can also be developed 
through more effective marketing. One of the important 
issues in CRM is prediction and customer classification, in 
which a company categorizes its customers into predefined 

sets with similar behavior patterns. Generally, companies 
make a customer prediction model to discovery the prospects 
for a particular product. Data mining uses artificial 
intelligence algorithms to find useful patterns and trends 
from the extracted data so that it able to yield main insights 
including prediction models and associations can support 
companies understand their customer well. Analyzing  and 
Examining  data able to turn raw data into valuable 
information about customer’s requires [4].The forecasting of 
stock markets is considered as a challenging job of 
commercial time series prediction [5]. Classification of data 
is one of the main technologies in data mining. The main 
purpose of data classification is to create a classification 
model, that able to map to a specific subclass through the 
data in the dataset. Classification is very important to 
retrieve information properly, organize data rapidly. It can 
be suitable for the sales department if the customer data is 
categorized with some attributes. A decision tree is a 
predictive machine learning method that selects the purpose 
value of a new instance with different attribute values. The 
decision tree methods is most valuable in such classification 
problems. A tree is created to model the classification 
method, with this technique. When the tree is constructed, it 
is applied to every tuple of the dataset and therefore, results 
in a classification of that tuple. Now, the decision tree has 
become a significant data mining approach. It is a more 
common classification method approximation algorithm 
with machine learning [6]. Many other data mining models 
such as neural networks are hard to interpret. The relation 
between features can be features from a dataset and 
disregard the less essential ones. This ability to be choosy 
increases to their human readability and able to yield better 
understanding about what is the most important in a dataset. 
Though, since decision trees create their decision with one 
feature at each point in their construction, they are limited to 
recognizing only linear associations within a dataset. Other 
methods may be hard to interpret but can probably produce 
better results. [7].  The internal nodes of a decision tree 
represent the various features, the branches between the 
nodes show the probable values that these features can have 
in the observed instance, when the terminal nodes represent 
the final value in classification. The feature that is to be 
predicted is recognized as the dependent variable, since its 
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value depends upon, or is decided by, the values of all the 
other features. The other features, which help in predicting 
the value of the dependent variable, are identified as the 
independent variables in the dataset. Decision trees have 
proven to be effective method in controlling predicting and 
classification problems [8-10]. J48 decision tree is an open 
source Java implementation of the C4.5 decision tree 
algorithm in the Weka data mining tool. C4.5 tree is a 
method that makes a decision tree with a set of labeled input 
data. This algorithm was established by Ross Quinlan 
[11].With the purpose of classify a new features in J48 tree, 
it first needs to make a decision tree w the feature values of 
the training dataset. Therefore, whenever it encounters a 
training set it detects the features which discriminates the 
different instances most clearly. This feature is able to 
present about the data instances so that it can classify the 
features with the highest information gain. Among the 
possible values of this feature, if there is any value for which 
there is no ambiguity, that is, for which the data instances 
falling contained by its class have the same value for the 
goal variable, then it terminate that branch and allocate to it 
the goal value that it has gained [12].In this paper, a model 
base on J48 tree for analyzing and predicting customer 
behavior and choosing activities to effect that behavior to 
profit the company. We compare the proposed model with 
another data mining algorithm such as Rep tree, Random 
tree and J48 tree. The experimental results indicate that the 
proposed model has higher precision and lower error rate in 
comparison of J48 tree, Rep tree and Random tree. The rest 
of paper is organized as follows: Section 2 presents the 
concepts and related work. Section 3 represents the proposed 
model. Section 4 discusses about results and discussion. 
Section 5 is about conclusion. 

II. CONCEPTS AND RELATED WORK 

A. Concepts 
1) Rep tree 

 
Rep Tree is a fast decision/regression tree learning 

algorithm which creates with information gain as the 
splitting criterion and prunes with decrease error pruning 
[13].  It just sorts values for numeric features once. Missing 
values are related to using C4.5’s approach of using 
fractional instances [10]. 

 
2) Random tree 

 
The random decision tree is a simply tree creating by 

choosing a random feature at each node and is not pruning 
and is used as a control tree [13]. A random tree is a tree 
drawn from a group of possible trees at random with k 
random attribute at each node. The concept “at random” 
means that every tree in the group of trees has the same 
chance of being sampled. Random trees can be created 
efficiently and the combination of large groups of random 
trees generally causes accurate models. The models of 

random tree have been widely developed in the field of data 
mining in the recent years [10]. 

3) Feature Selection 
Feature Selection decreases dataset size by eliminating 

redundant/irrelevant features. It discovers minimum set of  
features such that resulting possibility distribution of data 
classes is as local as possible of creative distribution [12] . 
Feature selection techniques help to produce an accurate 
predictive model. By selecting features that will give as 
better or good accuracy whilst needing less data. Feature 
selection techniques can be used to recognize and remove 
irrelevant, redundant and extra features from data which do 
not contribute to the accuracy of a predictive model or 
possibly in fact reduce the accuracy of the model. Less 
features is required because it decreases the complexity of 
the model. The aim of variable choosing is three-fold: 
producing more cost-effective and faster predictors, 
improving the prediction performance of the predictors and 
producing a better understanding of the underlying methods 
that created the data [14].There are three common classes of 
feature selection methods: filter methods such as (the Chi 
squared test, information gain and correlation coefficient 
scores), wrapper methods such as (a best-first search, it may 
stochastic such as a random hill-climbing algorithm, or it 
may use heuristics, like forward and backward passes to add 
and remove features) and embedded methods such as 
(regularization methods, LASSO, Elastic Net and Ridge 
Regression). 

B. Related Work 

There are many data mining approaches suggested by 
various researches for different areas of businesses 
[15].Many Data Mining approaches are useful for 
improvement of CRM's scopes. In the retention of customer, 
techniques such as association rules, clustering, 
classification and sequence discovery are utilized 
concentrating on customer complaint and loyalty programs 
which are CRM elements. In the work of [16] discusses 
about appropriate Data Mining tools for CRM. In [17] 
studies about intelligent Data Mining methods for CRM. 
[18] describe about building Data Mining methods for CRM. 
They suggested a simple approach to evaluate the profits of a 
data mining methods for the CRM techniques. In [19] 
discusses about applying Data Mining methods for better 
CRM. The classification of data mining approach as 
proposed by [20] contains two phases: in the first phase, a 
classifier is manufactured relating a predefined set of data 
classes as learning phase. In the next phase the classification 
is really implemented. In the work of [21] arguments 
classification as the way to determine the features of 
customers who are probable to provides a model that able be 
used to forecast who they are. In this study the most 
significant method of data mining are decrease the fraud, to 
develop customer retention and acquisition is discussed. 
Decision trees is one of the data mining techniques are 
generally utilized in operations research, exactly in decision 
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analysis, to help recognize a model most probable to achieve 
a goal such as detection of spam in the work of [22]. In 
decision tree approach, a logical conclusion is achieved. 
When decision tree is used for the business decisions, the 
approach denotes a documented record of the inputs that are 
accessible. Decision trees are used to extract patterns and 
models to predict future behaviors or describe sequences of 
interrelated decisions among customer data [1, 23, 24]. In 
the work of [24], a proposed method based on decision tree 
analysis in the change recognition problem can be utilized in 
more structured states in which the manager has a particular 
research request and it also discovers the change of 
classification measures in a dynamically changing situation. 
For representing the performance of the proposed 
methodology a Korean Internet shopping mall instance is 
evaluated and practical business implications for this method 
are produced. In [25] to dominate the limitations of lack of 
information of customers of PHSS 1  and to construct an 
accurate and effective customer churn model, three 
experimentations (altering sample approaches for training 
datasets, altering sub-periods for training datasets, altering 
misclassification rate in churn model) are put forward to 
increase the prediction performance of churn model with 
using decision tree that is used generally, some optimum 
parameters (random sample approach for trainset, sub-period 
time being 10 days, misclassification rate being 1:5) of 
models are discovered with three research experimentations.  

 

III. THE PROPOSED MODEL 

Data mining techniques help and development of CRM 
by producing the complete framework, that covers all scopes 
[15]. Fig 1 shows the general flowchart of using data mining 
technique in CRM. 

 

                                                        
1 Personal Handyphone System Service 

 
Figure 1: the general flowchart of using data mining technique in CRM 

The framework contains 4 stages: analyzing the problem, 
preparing the requirement of data, building the proper model 
and evaluated the designed model. The analytical process of 
the data mining technique benefits to realize the hidden 
models and patterns which aid the organizations in decision 
making. Slowly the concentrate turned to other concepts of 
data mining approaches in CRM such as data preparations, 
model building and evaluation of models. Data preparation 
is basic for the improvement of CRM as the data for comes 
from different sources. Therefore, missing data, outlier and 
other essential work is applied on data preparation stage. 
Building the appropriate model is the next stage of the Data 
mining approaches in CRM, which constructs the different 
models base on the data given in the data preparation stage. 
The last phase is the validating and evaluation of the model, 
so that the suitable results in the custom of valuable patterns 
can be drawn from the models manufactured. Due to the 
flowchart described above, a model base on J48 decision tree 
is proposed that can forecast with a very good accuracy in 
scope of data mining approaches in CRM. There are 3 phase 
in the proposed model that includes: preprocessing, feature 
selection with ranker, classifier with J48 tree. Fig 2 
represents the proposed model: 
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Figure 2: the proposed model 

A. Preprocessing phase 
 

Data pre-processing is an essential stage in the data 
mining process. Data filtering and preparation steps can take 
substantial amount of processing time. Data pre-processing 
contains normalization, cleaning, transformation [26]. 
Normalization is scaling method or a mapping method or a 
preprocessing phase [20]. It can be useful for the prediction 
purpose a lot [27]. There are so many ways to predict but all 
can be different with each other a lot. Therefore to keep the 
large difference of prediction the Normalization approach is 
necessary to create them closer. Nevertheless there are some 
existing normalization techniques such as Min-Max, Z-score 
& Decimal Scaling. In the proposed model Z-score 
algorithm is used for normalizing in preprocessing phase. 
Therefore the unstructured data can be normalized with z-
score parameter, as formulae 1: 

 

Vi´ =               (1) 

 

Vi’ is Z-score normalized one values. Vi is value of the 
row E of ith column n this method, suppose there are five 
rows namely X Y, V, U and Z with various columns or 
variables that are ‘n’ in each row. 

Std(E) =  

 

(2) 

 

Thus in each row above Z-score method can be used to 
estimate the normalized ones. If suppose some row having 
all the values are identical, therefore the standard deviation 
of that row is equivalent to zero and then all values for that 
row are equal to zero. 

 

B. Feature selection with ranker phase 

Ranking is a general and universal method to 
constructing otherwise disorganized groups of objects by 
computing a rank for each object with the value of one or 
more of its features. This method allows, for instance, 
prioritizing tasks or evaluating the performance of produces 
relative to each other. Although the visualization of a 
ranking itself is straightforward, its interpretation is not, 
since the rank of an object shows only a summary of a 
possibly complicated association between its features and 
those of the other objects. It is common that different 
rankings be existent which essential to be compared and 
evaluated to achieve insight into how various 
heterogeneous features affect the rankings. Advanced 
visual examination applications are necessary to make this 
process efficient[28]. These algorithms try to directly 
optimize the value of one of the above evaluation measures, 
averaged over all queries in the training data. This is 
difficult because most evaluation measures are not 
continuous functions with respect to ranking model's 
parameters, and so continuous approximations or bounds on 
evaluation measures have to be used. Rank features use in 
conjunction with feature evaluators such as ReliefF, 
GainRatio and Entropy. In the ranking method, features are 
ranked with some measures and those that are above a 
definite threshold are selected. A general algorithm can be 
measured for such method where it just requires to decide 
which one if the best ranking measures to be used. It can 
reach a ranking with the best features from the point of 
view of the classification. This outcome approves with what 
is common knowledge in data mining techniques, which 
states related to training and test phases [29]. The following 
algorithm is about ranking features selection. 

Main Algorithm() 

Input: E training(N instances, M attributes)  

Output: E reduced(N instances, K attributes) 

For each attribute Ai  1..M 

   Sort-Method(E,i) 
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NLCi ← NumberChanges (E,i) 

NLC Attribute Ranking 

Select the K first 

 

Number Change Function() 

Input : E training (N instances , M attribute) , i 

Output : number of  label changes 

For each instance ej  E with j in 1..N 

   If att (u[j] , i)  subsequence of the same value 

         Changes = changes + changeSameValue() 

  Else 

If  lab (u[j]) <> lastLable) 

 Changes = changes +1 

 Return (changes) 

Figure 3: Feature Ranking Algorithm [29] 

The algorithm is very fast and simple, see Figure 3. It has 
the ability to run with discrete and continuous variables as 
well as with datasets which have two or several classes. In 
the ascending-order-task for each feature, one of the sort 
algorithm can be used. When ordered with a feature, it can 
be count the label changes through the sorted projected 
sequence. After applying the sort algorithm, it might have 
repeated values with the various or same class. For this aim, 
the algorithm firstly sorts with value then in case of 
equivalence, it will seek the worst of the all probable cases 
Changes Same Value function. The next implementation of 
the algorithm may find another state, with a various number 
of label changes. The answer to this problem contains of 
finding the worst case. The heuristic is applied to gain the 
maximum number of label alters within the interval 
containing repeated values. In this case, the Changes the 
same value approach would create the output. This can be 
achieved with low cost. It can be inferred counting the 
elements of the class. Changes same value saves the relative 
frequency for every class. It is probable to be affirm that: 

 

If   rfi > (ne/2) then  ((ne – rfi) * 2)   
else     ne -1 

(3) 

rfi: relative frequency for every class, with i in [1,...,k] 
classes.  

ne: the elements’ number within the interval. 
Ranking algorithms create a ranked list, base on the 

evaluation measure applied. The process require an external 
parameter to take the subset from features made by the first 
features of the aforesaid list. This parameter creates various 
outcomes with different datasets. Thus, with the purpose of 

establish the number of features in each situation, the range 
of value of the ranked lists is put between [0,1], i.e. the 
punctuation of the first feature of the list will be 1, and the 
last feature 0. Thus, the features is selected over the 
parameter called Reduction Factor (RF). An special analyzed 
on each dataset is not realized [29]. 

C.  Classifier with J48 tree phase 

The j48 decision tree is used as the most important 
decision tree algorithm, since it is an implementation of the 
generally of used C4.5. C4.5 tree is an extension of 
Quinlan's earlier ID3 algorithm [11]. The decision trees 
produced by C4.5 can be utilized for classification and for 
this aim, C4.5 tree is referred to as a statistical classifier 
[12]. Basic Steps of J48 tree algorithm:   

 

a) In state the instances is possessed by the same class the 
tree shows a leaf so the leaf is related to label with the 
same class.  

b) The possible information is calculated for each feature, 
set by a test on the feature. Then the gain information is 
calculated which would consequence from a test on the 
feature. This process utilizes the “Entropy” which is a 
criterion of the data disorder. The Entropy is calculated 
with formulae 4: 

 

Entropy (ȳ)  = -  

      Entropy (j|ȳ)  =  

 

(4) 

 

And Gain formulae is 

 

 Gain (ȳ , j) = Entropy (ȳ -Entropy (j| ȳ)) (5) 

 

c) Then the best feature is found on the basis of the present 
selection measure and that feature selected for branching [30]. 

 

IV. RESULTS AND DISCUSSION 

 
To validate the proposed model, experimental evaluation 

is conducted thorough over 3 dataset. We utilized the 10 
folds cross validation and precision. The results are 
presented on 3 datasets Bank-Data.csv2, Car.arff3 and Bank-
full.csv4. The proposed model is compared with Rep tree, 

                                                        
2 
http://facweb.cs.depaul.edu/mobasher/classes/ect584/WEKA/prepr
ocess.html 
3 http://repository.seasr.org/Datasets/UCI/arff/ 
4 http://mlr.cs.umass.edu/ml/machine-learning-databases/00222/ 
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Random tree and J48 tree. The proposed model is 
implemented by java Net Beans. The jar files from WEKA 
are imported into source code. The experiments are 
implemented on a system with Core i7 CPU and 4G MB of 
RAM. The precision and error rate formulas calculated with 
equation 6 and 7: 

   Precision = TP / (TP+FP) 
 

Error rate = (FN+FP) ∕ N 
 

(6) 
 

(7) 

TP means the numbers of features in the classifier are 
correctly identified. The FP concept is the numbers of 
features in the classifier are incorrectly identified. FN 
denotes the numbers of features in the classifier are 
incorrectly rejected and N is the number of features. 

Table 1 represents the datasets which use in the 
experiment: 

 
TABLE I.   DATASET IN USE 

Dataset Number of Instances Number of Features 
Bank-Data.arff 41118 21 
Bank-full.arff 41189 20 

Car.arff 1727 7 
 
Table2 represents the comparison of precision between REP tree, 
Random tree, J48 tree and proposed model. 

TABLE II. THE COMPARISON OF PRECISION WITH REP TREE, 
RANDOM TREE, J48 TREE AND PROPOSED MODEL 

The Proposed 
model 

Random-
Tree 

Rep 
tree 

J48 
tree 

dataset 

93.6 88.4 90.5 90.7  Bank-full.arff  
92.1 60.6 72.2 89.9  Bank-

Data.arff  
94.6 82.7 88 92.4  Car.arff 

 
As it can be seen in table 2, the precision of proposed 

model is higher than the other algorithm. J48 tree is more 
precise than Rep tree and Random tree and Rep tree has the 
precise than Random tree because random tree is not 
pruning. 

Table٣ shows the comparison of precision between REP 
tree, Random tree, J48 tree and proposed model. 

 
TABLE III. THE COMPARISON OF ERROR RATE WITH REP TREE, 

RANDOM TREE, J48 TREE AND PROPOSED MODEL 

The Proposed 
model 

Random-
Tree 

REP 
tree 

J48 
tree 

dataset 

0.096  0.332  0.252  0.258  Bank-
full.arff  

0.272  0.469  0.398  0.305  Bank-
Data.arff  

0.0378 0.241  0.198  0.171  Car.arff 

 
As it can be seen in table 3, the error rate of 

proposed model reduced in the experiment and this 
denotes an increase in the precision of this model. One 
of the reasons is for applying normalizing in the 
preprocessing phase and the next one is for using feature 
selection and removing the redundant and irrelevant 
features. After the proposed model, the error rate of J48 
tree is lower than Random tree and Rep tree. Also, the 
error rate of Rep tree is lower than Random tree.  

V. CONCLUSION 
 

Nowadays, many of companies spent a lot of money and 
time on the decisions for marketing their services and 
products and decision making by discovering interesting 
patterns in the amount of data has become a key task in 
today’s business background. Generally, companies make a 
customer prediction model to discovery the prospects for a 
particular product. Data mining uses the algorithms to find 
useful patterns and trends from the extracted data so that it 
able to yield main insights including prediction models and 
associations can support companies understand their 
customer well. Analyzing and Examining data able to turn 
raw data into valuable information about customer’s 
requires. Classifying and features selection are two main 
techniques of data mining. In this paper, a model base on the 
classification of J48 tree and feature selection with Ranker is 
proposed to predict precise marketing performance. The 
propose model is evaluated conducted 3datasets and the 
results are compared with other algorithms such as Rep tree, 
Random tree and J48 tree. The experimental results show 
that the proposed model has higher precision and lower error 
rate in comparison of J48 tree, Rep tree and Random tree. 
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Abstract-Software defined networking is an emerging 
network architecture with promising future in network 
field. It is dynamic, manageable, cost effective, and 
adaptable networking where control and data plane are 
decoupled, and control plane is centrally located to 
control application and dataplanes. OpenFlow is an 
example of Software Defined Networking (SDN) 
Southbound, which provides an open standard based 
interface between the SDN controller and data plane to 
control how data packets are forwarded through the 
network. As a result of rapid changes in networking, 
network program-ability and control logic centralization 
capabilities introduces new fault and easily attack planes, 
that open doors for threats that did not exist before or 
harder to exploit. This paper proposed SDN architecture 
with some level of security control, this will provide 
secured SDN paradigm with machine learning 
white/black list, where users application can be easily test 
and group as malicious attack or legitimate packet. 
 
Keyword-Software Defined Networking (SDN); 
OpenFow; Flow table; Security control; white/black 
list 

 I. INTRODUCTION 
 Despite the fact that Internet has led to the 
creation of digital globalization; traditional IP 
networks are complex and very hard to manage 
especially in the area of network configuration, 
according to the predefined policies and to 
reconfigure it to response to faults, loads and 
changes. The basic concept of software defined 
networking (SDN) is to separates the network control 
(brains) and forwarding (muscle) planes to make it 
easier to optimize. The most common protocol used 
in SDN networks is to facilitate the communication 
between the Controller and switches/routers (called 
the Southbound Application Programme Interface 
{API}) that is currently OpenFlow; although, we 
have some other protocols. OpenFlow is an open 
standard of a communication protocol that enables 
the control plane to interact with the forwarding 
plane. People often point to OpenFlow as being 
synonymous with SDN, but it is only a single 
element in the overall SDN architecture. 

Osunade Oluwaseyitan 
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 Figure 1, shows a traditional network of five 
devices with each comprising of a control plane that 
provides information used to build a forwarding 
table, application and forwarding table used to make 
decision on where to send frames or packets entering 
the device.  
 

 

Figure 1: Traditional Network with application, 
distributed control on network devices 

 In traditional networks, routers and other 
network devices encompass both data and control 
function  making it difficult to adjust the network 
infrastructure and operation rather than the 
predefined policies regardless of faults, loads and 
changes that may later occurs.The control plane is an 
element of a router or switch that determines how one 
individual device within a network interacts with its 
neighbours. Examples of control plane protocols are; 
routing protocols, such as Open Shortest Path First 
(OSPF), Border Gateway Protocol (BGP), and 
Spanning Tree Protocol (STP). These protocols 
determine the optimal port or interface to forward 
packets (that is, the data plane). While the control 
plane protocols scale very well, and provide a high 
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level of network resiliency. They pose limitations. 
For example, routing protocols may only be able to 
determine the best path through a network based on 
static metrics such as interface bandwidth or hop 
count. Likewise, control plane protocols do not 
typically have any visibility into the applications 
running over the network, or how the network may 
be affecting application performance. Data plane 
functionality includes features such as’ quality of 
service (QoS), encryption, Network Address 
Translation (NAT), and access control lists (ACLs). 
These features directly affect how a packet is 
forwarded, including being dropped. However, many 
of these features are static in nature and determined 
by the fixed configuration of the network device. 
There is typically no mechanism to modify the 
configuration of these features based on the dynamic 
conditions of the network or its applications. Finally, 
configuration of these features is typically done on a 
device-by-device basis, greatly limiting the 
scalability of applying the required functionality. 
While SDN abstracts this concept and places the 
control plane functions on SDN controller, where this 
controller can be a server running SDN software see 
Figure 3 where business requirements changes.  

 

Figure 2: Software Defined Network (SDN)with 
decoupled Control and Application 
 
 By using an API, your controller can 
implement network commands to multiple devices 
without the need to learn the command line syntax of 
multiple vendor products. These are few of the 
benefits seen with SDN. The control plane is 
responsible for configuration of the node and 
programming the paths that will be used for data 
flows. Once these paths have been determined,  they 
are pushed down to the data plane. Data forwarding 
at the hardware level is based on this control 
information. Once the flow management (forwarding 
policy) has been defined, the only way to make an 
adjustment to the policy is via changes to the 
configuration of the devices. The change in the 

location and intensity of flows over time requires a 
flexible approach for successful network resource 
management. The numbers of handheld devices like 
smartphones, tablets, and notebooks have greatly 
increase the pressure on enterprise resources. 
Network resources change rapidly and management 
of Quality of Service (QoS) security become 
challenging [1]. In a security and dependability 
perspective, one of the key ingredients to guarantee a 
highly robust system is fault and intrusion tolerance 
[2]. According to [3] Networks are expected to 
operate without disruption, even in the presence of 
device or link failures. However, Network 
programmability and control logic centralization 
capabilities introduces new fault and attack planes, 
which open the doors for new threats that did not 
exist before or were harder to exploit [2]. OpenFlow 
(OF) paradigm embraces third party development 
efforts, and therefore suffers from potential trust 
issue on OF applications (apps). The abuse of such 
trust could lead to various types of attacks impacting 
the entire network [4]. This can be seen as attractive 
honeypots for malicious users and major concern for 
less prepared network operators.  
 
 The ability to control the network by means 
of software (always subject to bugs and a score of 
other vulnerabilities) and centralization of the 
network intelligence in the controller(s) can make 
anyone with unlawful access to the servers 
(impersonation) potentially control the entire network 
unlawfully. The question now is; how can the 
Software-Defined Network be protected from 
malicious attack? Since potential security 
vulnerabilities exist across the SDN platform. At the 
controller-application level, questions have been 
raised around authentication and authorization 
mechanisms to enable multiple organizations to 
access network resources while providing the 
appropriate protection of these resources (IETF 
Network Working Group). However, with multiple 
controllers communicating with a single node or 
multiple control processing communicating with a 
single, centralized controller, authorization and 
access control becomes more complex, potential for 
unauthorized access increases and could lead to 
manipulation of the node configuration and/or traffic 
through the node for malicious intent [5]. The 
remainder of this paper is organized as follows; 
Section 2 is the literature review, Section 3 
introduces the framework for the Securing Software 
Defined Networks (SDN) from Malicious Attacks, 
Section 4 describes the result derived from the given 
framework in Section 3. Finally, important 
conclusion is discussed in Section 5. 
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 II. LITERATURE REVIEW 
Software-Defined Network (SDN) create an 
environment where all switches and routers take their 
traffic forwarding clues from a centralized 
management controller. SDN has the following three 
layers/plane;  
1. Application Plane/Layer: Control layer 
implement logic for flow control  
2. Control Plane/Layer: This runs 
applications to control network flows   
3. Data Plane/Infrastructure Layer: this is a 
Dataplane consists of the Network switch or router 
 
 The application layer contains network 
applications that   introduces new network features, 
such as security and manage-ability, forwarding 
schemes or assist the control layer in the network 
configuration [6]. The application layer can receive 
an abstracted and global view of the network from 
the controllers and use that information to provide 
appropriate guidance to the control layer.   
 
 The interface between the application layer 
and the control layer is referred to as the northbound 
interface. This is the interface through which the 
SDN Application layer communicates with the 
Control Layer to expose the program-ability of the 
network [6]. SDN controller manages the forwarding 
state of the switches in the SDN, this management is 
done through a vendor neutral API that allows the 
controller to address a wide variety of operator 
requirements without changing any of the lower level 
aspects of the network, including topology. With the 
decoupling of the control and data planes, SDN 
enables applications to deal with a single abstracted 
network device without concern for the details of 
how the device operates. Network applications see a 
single API to the controller. Thus it is possible to 
quickly create and deploy new applications to 
orchestrate network traffic flow to meet specific 
enterprise requirement for performance or security 
using API.Examples of north bounds interface are 
FML, Procera, Frenetic, RESTful and so on.  
 
 The OpenFlow protocol provides an 
interface that allows control software to program 
switches in the network, this is called southbound. 
Southbound is a protocol of OpenFlow which 
separates the control plane from the data plane to 
enable centralized and fine grained control of 
network flows. Examples of Southbound are 
OpenFlow, ForCES, PCEPNetConf, IRS and so on. 
OpenFlow is an example of Software Defined 
Networking (SDN), which provides an open, 
standards based interface to control how data packets 
are forwarded through the network, Controller 

communicates with a physical or virtual switch data 
plane through  protocol that conveys the instructions 
to the data plane on how to forward data.  
 

 
 
Figure 3: OpenFlow Architecture 
 
 This is a Software-Defined Network (SDN) 
package that enables networks to be software  
controlled, and used to dynamically change the 
network configuration, It is the most common 
example of southbound interface, which is 
standardized by the Open Networking Foundation 
(ONF). OpenFlow is a protocol that describes the 
interaction of one or more control servers with 
OpenFlow compliant switches. An OpenFlow 
controller installs flow table entries in switches, so 
that these switches can forward traffic according to 
entries. OpenFlow switches depend on configuration 
by controllers [6]. OpenFlow allows network 
switches to be configured using programmable 
interfaces, monitored/inspect network traffic and 
routing of packets [7]. OpenFlow protocol specifies 
the interactions between the control plane running in 
the controller and the infrastructure; it is a 
foundational element for building SDN solutions. 
OpenFlow framework is an embodiment of the SDN 
concept, framework for the implementations of 
Software Defined Networking (SDN) paradigm that 
enable communication between the controller and the 
switches uses a standardized OpenFlow protocol. In 
an OpenFlow environment, flow tables are used by 
devices rather than routing or MAC address table. 
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Switches implement policy using efficient packet 
processing hardware: this is a secure channel that 
connects the switch to a remote control process 
(called the controller), allowing commands and 
packets to be sent between a controller and the switch 
using The OpenFlow Protocol [8] in [9]. An 
OpenFlow network consists of a distributed 
collection of switches managed by a program running 
on a logically centralized controller, each switch has 
a flow table that stores a list of rules for processing 
packets and, each rule consists of a pattern (matching 
on packet header fields) and actions (such as 
forwarding, dropping, flooding, or modifying the 
packets, or sending them to the controller). 
OpenFlow Protocol provides an open and standard 
way for a controller to communicate with a switch 
[9]. 
 
 Controller machine manages a collection of 
programmable switches, defines the forwarding 
policy for the network and configures the switches 
through an open and standard (south bound) 
interface. A controller associates packets with their 
senders by managing all the bindings between names 
and addresses, it essentially takes over DNS, DHCP 
and authenticates all users when they join and 
keeping track ofwhich switch port (or access point) 
they are connected to [9].The controller derive the 
desired forwarding data in software, send OpenFlow 
messages to update the forwarding table in the device 
and the messages can add, update or delete entries in 
the forwarding table. Controller drives a level of 
network convergence; consider changing the entire 
configuration on your network to support new 
network path every 10 minutes.  
 
 The SDN Controller defines the data flows 
that occur in the SDN data plane: each flow through 
the network must first get permission from the 
controller, which verifies that the communication is 
permissible by the network policy. If the controller 
allows a flow, it computes a route for the flow to take 
and adds an entry for that flow in each of the 
switches along the path. With all complex functions 
subsumed by the controller, switches simply manage 
flow tables whose entries can be populated only by 
the controller.A controller accomplishes this network 
programming via software and it is in this software 
that SDN's promise of flexibility comes in. The 
controller is a platform on which software is run, as 
well as being a communication gateway that software 
can communicate through. Most controller 
architectures are modular, allowing the controller to 
communicate with different kinds of devices using 
different methods as required. 
 

 The SDN architecture is remarkably 
flexible: it can operate with different types of 
switches and at different protocol layers. SDN 
controllers and switches can be implemented for 
Ethernet switches (Layer 2), Internet routers (Layer 
3), transport (Layer 4) switching, or application layer 
switching and routing. SDN relies on the common 
functions found on networking devices, which 
essentially involve forwarding packets based on some 
form of flow definition. It encapsulates and forwards 
the first packet of a flow to an SDN controller, 
enabling the controller to decide whether the flow 
should be added to the switch flow table. Switch 
forward incoming packets out; the appropriate port 
based on the flow table in which the flow table may 
include priority information dictated by the 
controller. Switch can drop packets on a particular 
flow temporarily or permanently as dictated by the 
controller.  
 
 SDN controller communicates with 
OpenFlow compatible switches using the OpenFlow 
protocol, running over the Secure Sockets Layer 
(SSL). Each switch connects to other OpenFlow 
switches and possibly to end-user devices that are the 
sources and destinations of packet flows. Within each 
switch, a series of tables typically implemented in 
hardware or firmware are used to manage the flows 
of packets through the switch. 
 
 Flow table tells switch how to process each 
data flow by associating an action with each flow 
table entry. Flow table consist of flow rules that 
guide the controller on action to be perform on a 
given particular packet. OpenFlow enabled device 
has an internal flowtable and a standardized interface 
to add and remove flow entries remotely [10]. Flow 
table is the basic building block of the logical switch 
architecture, each packet that enters a switch passes 
through one or more flow tables. Each flow table 
contains entries consisting of six components;Match 
Fields, Priority, Counters, Instructions, Timeouts and 
Cookie. 
 
 SDN switches are controlled by a Network 
Operating System (NOS) that collects information 
using the API and manipulates their forwarding 
plane, providing an abstract model of the network 
topology to the SDN controller hosting the 
applications.The controller can therefore exploit 
complete knowledge of the network to optimize flow 
management and support service user requirements 
of scalability and flexibility. [7] Propose a novel 
network system architecture that protects network 
devices from intra-LAN attacks by dynamically 
isolating infected devices using OpenFlow on 
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detection. [5] has proposed an extension to the 
OpenFlow data plane called connection migration, 
which dramatically reduces the amount of data to-
control-plane interactions that arise during the 
Inherent communication bottleneck that arises 
between the data plane and the control plane, which 
an adversary could exploit by mounting a control 
plane saturation attack that may disrupts network 
operations. 
 
 III. METHODOLOGY 
 To address the previously stated problem, 
we present SDN architecture with some level of 
security control. This will provide secured SDN 
paradigm, where control plane will check for the 
authentication of users’ application through the API 
to confirm some security measure using the inbuilt 
white and black list for legitimacy confirmation of 
the users’ application who are requesting to make use 
of control plane. If the application is from the black 
list it will be discarded but permitted if from the 
white list. A machine learning tools will be used to 
update SDN architecture black /white list using the 
packet flow movement on the table flow for updating. 
Figure 4is the proposed SDN architecture with the 
extension of control plane to contain some level of 
security control that will interact with the proposed 
extended data plane flow table. Figure 5 contains 
extension of black/white list of the applications; the 
extension will communicate with the control plane 
security control to supply the application security 
status to the flow table rule through the controller. 
This supplied security status will be used by the 
controller to decide particular action(s) to be taken on 
application requesting rule. 
 
 IV. RESULT AND DISCUSSION 
This research work comes up with a secured 
Software Defined Networking (SDN) Architecture 
(figure 6) that identified the malicious source, and 
therefore prevents unauthorized access to the network 
by blocking packet from insecure source and 
automatically update it white/black list. For every 
incoming packet(s), it compares and checks through 
its white/black list to identify the packet source and 
update the list using machine learning.. 
 
 

 

 

 

 

 

 

 

 

 

 

 

 
 
 
 
 
 
 
 
 
Figure 4: Proposed SDN Security Architecture 
 
 With extension of control plane and flow 
table with security features, a secured SDN 
architecture  is designed, see figure 6 where user’s 
application can be easily tested, and permit if not 
malicious attack will be discard when suspected as 
such. The SDN can be easily prevented from 
malicious attack, and made secured with some level 
of security control implementation into SDN 
Architecture that make it a secured SDN 
Architecture, this will help to prevent malicious 
attack by blocking packages from insecure 
source/networks.  There is an extension of control 
plane called security control, this will interact with 
the extended aspect of flow table consist of white and 
black list supplying it resolution based on the security 
status of every incoming packets to the secured SDN 
controller that will then place its security status on 
the flow table rule extension through the security 
controller. This will be used for decision making on 
the action to be perform on the said packet that is 
packet security status. 
 
 V. CONCLUSION 
 Despite the flexibility and successful 
contribution of Software Defined Networking (SDN) 
to network society, deployment of a secure SDN 
environment has become challenging. A  security 
architecture is a Software Defined Networking 
(SDN) security control system, that prevents 
malicious attacks from having access to SDN 
environment. The secure architecture will help to 
promote and encourage the openness of the SDN and 
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prevent against its security challenges. The system 
(Security architecture for Software Defined 
Networking (SDN)) check security status of 
incoming packets populated by white/black list 
security controller to determine action(s) to be taken 
on the arrived packed either to be permitted for 
transaction or discarded.   
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Abstract:  
 Face recognition presents a challenging problem in the field of image 

analysis and computer vision.   Face recognition system should be able 

to automatically detect a face in an image. This involves extracts its 

features and then recognize it, regardless of lighting, expression, 

illumination, ageing, transformations (translate, rotate and scale 

image) and pose, which is a difficult task. This paper presents a 

framework for component- based face alignment and representation 

that demonstrates improvement in matching performance over the 

more common holistic approach to face alignment and representation. 

Active shape model (ASM) technique that has been used often for 

locating facial features in face images. The proposed scheme selects 

robust landmark points where relevant facial features are found and 

assigns higher weights to their corresponding features in the face 

classification stage. For alignment and cropping Procrutes analysis is 

used. Multi-scale local binary pattern is used for matching automated 

face image. In MLBP per-component measurement of facial similarity 

and fusion of per-component similarities is used. The proposed work is 

more robust to changes in facial pose and improves recognition 

accuracy on occluded face images in forensic scenarios. 

 

 Keywords:-Active shape model, Multi-scale local binary pattern, 

Procrutes analysis, holistic method. 

 

I. INTRODUCTION 
Face recognition has been a rapidly growing research 

area due to an increasing demand for biometric-based 

security applications. Varying factors such as cosmetics, 

illumination, and face disguise can hinder face recognition 

performance. Such varying faces are called as automated 

faces.    Several researchers proposed different automated 

face recognition algorithms that perform well with 

unconstrained face images[4]. Recently, the face recognition 

algorithms based on local descriptors such as Gabor filters, 

SURF, SIFT, and histograms Local Binary Patterns (LBP) 

provide more robust performance against occlusions, 

different facial expressions, and pose variations than the 

holistic approaches. Appearance based or pixel based 

representation i.e. representations that extract features per 

specific facial components is the best technique used for 

automated face recognition. Using facial components that 

are precisely extracted through automatically detected facial 

landmarks, it demonstrates that descriptors computed from 

the individually aligned components result in higher 

recognition accuracies than descriptors extracted using the 

more common approach of dense sampling from globally 

aligned faces. The strong evidence of component processing 

in human face perception, and the lack of mature 

component- based methods in automated face recognition 

research; a more thorough investigation of the role of 

component-based processing in automated face recognition 

is warranted [1]. 

II. REVIEW OF LITERATURE 
1. Three approaches for face recognition 

The detail review of different face recognition approaches 

has been given by V.V. Starovoitov, D.I Samal, D.V. 

Briliuk. Three approaches for face recognition: 

A. Feature base approach 
The local features like nose, eyes are segmented and it can 

be used as input data in face detection in this approach. It is 

the easier task as only three parameters are used. 

B. Holistic approach 

The whole face taken as input in the face detection system 

to perform face recognition. It is more complicated 

approach as compared to above approach. 

C. Hybrid approach 

Hybrid approach is combination of feature based and 

holistic approach. Both local and whole face is used as the 

input to face detection system. 

    

The computational cost is high, as a large set of 

randomly generated local deformations must be tested. 

Elastic bunch graph matching is used to overcome above 

drawback. Here bunch of jets i.e. instead of actual landmark 

location, information related to landmark is used. This give 

more accurate result.  

2. Face recognition using local binary 

patterns 
The detail review of face recognition by Local Binary 

Pattern (LBP) has been proposed by Jo Chang-Jo Chang-

yeon. LBP features have worked efficiently in various 

applications i.e. is for texture classification and 

segmentation, image retrieval and surface inspection. The 

original LBP operator labels the pixels of an image by 

thresholding the 3-by-3 neighbourhood of each pixel with 

the centre pixel value and considering the result as a binary 

number. Figure shows an example of LBP calculation. 

 
Fig2.1: Computing LBP value at each pixel. 
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The LBP operator has been extended to take different sizes 

of neighbour. In general, the operator LBP P, R refers to a 

neighbourhood size of P equally spaced pixels on a circle of 

radius R that form a circularly symmetric neighbour set. 

LBP P, R produces 2P different output values, 

corresponding to the 2P different binary patterns that can be 

formed by the P pixels in the neighbour set. It has been 

shown that certain bins contain more information than 

others. Hence, it is possible to use only a subset of the 2P 

LBPs to describe the textured images. Fundamental patterns  

with a small number of bitwise transitions from 0 to 1 and 

vice versa are considered. For example, 00000000 and 

11111111 contain 0 transitions while 00000110 and 

01111110 contain 2 transitions and so on. Concatenating 

patterns which have more than 2 transitions into a single bin 

yields an LBP descriptor [3]. 

The proposed work is computationally heavy to 

work on mobile applications. Also LBP requires more time 

for face recognition as compared to other latest techniques 

[3]. 

3. Automatic local Gabor features extraction 

for face recognition 
The detail description of automated face recognition 

has been illustrated by Ben Jemaa Yousra and Sana Khanfir. 

It is a very important stage to detect face before face 

recognition. To identify a person, it is necessary to localize 

his face in the image. It includes following steps:- 

When Gabor filters are applied to each pixel of the 

image, the dimension of the filtered vector are very large 

they are proportional to the image dimension. It leads to 

expensive computation and storage cost. To remove such 

problem and make the algorithm strong, Gabor features are 

obtained ten extracted fudicial points [4]. 

4. Automatic Face Recognition using 

Principal Component Analysis with DCT 
The detail description of automatic face recognition 

with different techniques has been proposed by Miss.Renke 

Pradnya Sunil. It has proved to do instrumental work in this 

field of face recognition.   
The increase in the number of signatures will increase 

the recognition rate, however, the recognition rate saturates 

after a certain amount of increases. Hence, it is better to use 

robust image pre-processing systems, such as geometric 

alignment of important facial feature points (eyes, mouth, 

and nose) and intensity normalization which increases the 

recognition rate and at the same time decreases the number 

of signatures representing images in the PCA space[5].   

5. Enhancing the Performance of Active 

Shape Models in Face Recognition 

Applications 
The detail review of active shape model has been given 

by Carlos A. R. Behaine and Jacob Scharcanski. It has 

proved to be instrumental in the field of face recognition 

through active shape model. Active shape model (ASM) is 

an adaptive shape matching technique that has been used to 

locate the facial feature of an image.  

As structural constraints given by the face, ASM 

model-based detection can handle small variations in pose 

and expression. ASMs are sensitive only to the initial 

placement of landmarks prior to the iterative updating of 

model parameters. And insensitive if this initial placement is 

not closely aligned to the true landmark locations and then 

the ASM may converge on an inaccurate set of landmarks 

[6]. 

III PROPOSED WORK 
The detail review of component based representation 

has been proposed by Kathryn Bonnen, Brendan F. Klare. 

This work has been instrumental in identifying the key 

domains of research in image processing particular to 

recognition of automated faces.  

 

 

 
Fig.3.1 overview of comparison between holistic and component based 

approach 

The above diagram describes outline of the per- component 

alignment performed to yield the proposed component-

based representations. This work demonstrates the value of 

rep- resenting faces in a per-component manner. When 

compared to a globally aligned holistic representation, and 

other representations found in the literature, the component- 

based representation offers strong accuracy improvements 

in a number of face recognition scenarios [1].   

It mainly describes component-based representations 

i.e. representations that extract features per specific facial 

components. It involves following steps:- 

1. Landmark Detection 

For aligning the facial components is to extract a 

predefined set of 76 anthropometric landmarks. A subset of 

these anthropometric landmarks provides a general outline 

of the component for each component of given image. 

Active shape model is mainly used for landmark extraction. 

But ASM is sensitive if there is the small variation in pose 

and orientation and insensitive large variation.  To 

overcome this problem PittPatt’s Face Recognition SDK. In 

this first automatically detected the centre of the two eyes, 

and the centre of the nose. Because these three landmarks 

are also present in the ASM, initialized the ASM landmarks 

by (i) solving the affine transformation from these three 

ASM points to the corresponding PittPatt detected points, 

and (ii) applying this transformation to the set of 76 ASM 
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landmarks (representing the mean face in the model). The 

result of this step is an initial placement of facial landmarks 

that is well suited to correctly converge on the proper 

locations [1]. 

2. Alignment and Cropping 

It gives the rigid transformation which minimizes 

the mean squared error between two ordered sets of 

coordinates. It reduces the variation in translation, scale, and 

rotation, which allows for a more accurate similarity 

measure between facial components after performing 

Procrustes analysis on each component in each face image, 

the rotation, translation and scaling parameters, is obtained. 

They are used to rigidly align the parameters. Cropping is 

done by creating a bounding box around the aligned 

landmarks. The bounding box is obtained by first 

performing the horizontal cropping boundaries from the 

minimum and maximum values. The vertical cropping 

boundaries are determined based on a ratio of the crop 

width. To improve the subsequent descriptor extraction A 

small pixel border around each set of landmarks is used. The 

same method is then later applied for per aligned and 

cropped component to get more accurate results [1]. 

3. Representation 

Multi-scale local Binary Patters (MLBP) is used 

for representation of facial components. It is the 

combination of local binary pattern. Each facial component 

is divided into regions of d*d pixels m overlapping by 

pixels where m<d. For each region, a histogram of LBP 

values is obtained from comparisons at each pixel. The LBP 

value is calculated at each pixel is computed by 

comparisons selected pixel with the surrounding pixel at a 

radius of length which gives the gray value at each of the 

surrounding pixels. This creates a histogram of 

dimensionality, which further reduced by mapping LBP 

values without “uniform patterns” to the same value where a 

uniform pattern is an LBP binary string which produces 2 or 

fewer bitwise transitions. The MLBP representation 

concatenates two or more LBP descriptors [1].  

1. Component-Based Discriminant Analysis 

The RS-LDA approach includes the following 

steps for training.  

1) the feature space is randomly sampled into 

subspaces, with each subspace sampling a fraction 

s (0<s<1).  

2) For each of the random k sample spaces, principal 

components analysis is performed in order to retain 

percent of the variance.  

3) LDA subspaces are learned from each of the PCA 

representations.  

4) From these trained subspaces, images then sampled 

into each of the k random feature subspaces, 

projected into the corresponding PCA and LDA 

subspaces 

5) For each of the subspace vectors are combined into 

a final feature vector. 

Fig 3.2 block diagram of proposed meth of propose method 
This is the block diagram of proposed method. It 

consist of automated face image which is given as input as 

probe image. Landmarks are extracted from that which 

helps to extract components. Later on extracted components 

per-component alignment and cropping is performed. Each 

extracted component is represented in form of histogram 

which is obtained through multi-scale local binary pattern. 

With the help of histogram vector is obtained for probe 

image. Later on remaining images feature vector extraction 

is performed using random sampling linear discriminant 

analysis (RSLDA). The feature vector is obtained for gallery 

images. Matching done by cosine similarity measure. The 

image with minimum distance is obtained as the output or 

matched image which is matched with most of the 

components in the probe image. So, it give more accurate 

results as compared to holistic approach. 

IV IMPLEMENTATION AND EXPERIMENTAL 

RESULTS 

It consists of 4 modules:   

1. Landmark extraction:-It is the process of extracting 

the predefined set of landmarks such as eyes, nose, 

eyebrows and mouth which provide the general 

outline for component. Active shape method is 

used which handles variation in occluded faces. 

 
Fig 4.1 point distribution model with landmarks extracted 

2. Per-component alignment and cropping:-From the 

outline obtained due to landmark extraction each 

component is cropped and aligned properly. 

 
Fig 4.2 extracted components after performing per-component alignment 

and cropping 

3. Representation of each extracted component:-

Extracted component is represented through multi-

scale local binary pattern which will give the 
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histogram. MLBP is obtained from LBP values and 

histogram  

 
Fig 4.3 LBP pattern obtained with different radii 

 

 
Fig 4.4 LBP histogram with r=1,2,3 and their combined histogram 

 

4. RSLDA on remaining images: - Random sampling linear 

discriminant analysis is applied on remaining images. The 

result of which is used for matching with the result of 

MLBP. 

 
Fig 4.5 output obtained after face recognition under different illumination, 

pose, facial expression and age 

 
 

IV CONCLUSION 
The main objective is to demonstrate the potential 

of different face recognition such as face recognition by 

geometric approach, elastic bunch graph matching, neural 

network, local binary pattern, automatic local gabor features 

extraction, principal component analysis with discrete 

cosine transform, active shape model and multi-scale local 

binary pattern. The difficulties in extracting individual facial 

components prevented the effective use of component-based 

approaches in automatic face recognition. A viable future 

research topic is a dedicated study on how to best tailor 

learning-based methods to component-based representations 

which improves face recognition accuracy [1]. From the 

different face recognition component based approach has 

proven to be more efficient. Providing the extension to 

component based approach such for proposed work to be 

used for make-up faces, water images or instead of neutral 

image if automated image is present in training image the 

system should work efficiently.     
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Abstract—Software Reliability Modeling has been one of the 
much-attracted research domains in Software Reliability 
Engineering. Software reliability means provide reusable, less 
complex software, to perform a set of successful operation and 
his function within a provided time and environment. Software 
designers are motivated to develop reliable, reusable and useful 
software. In past, Object-Oriented Programming System (OOPS) 
concept is to be used in purpose of reusability but they are not 
providing powerful to cope with the successive changing as per 
requirements of ongoing applications. After that Component 
Based Software system (CBSS) is in floor. IT is based on 
reusability of his component with less complexity. This paper 
presents a new approach to analyze the reusability, dependency, 
and operation profile as well as application complexity of 
component-based software system. Here, we apply Fuzzy Logic 
approach to estimate the reliability of component-based software 
system with the basis of reliability factor. 

Index Terms—Component, Object-Oriented Programming 
System (OOPS), Component Based Software system (CBSS), 
Fuzzy Logic, Fuzzy Inference System (FIS), Adaptive Neuro 
Fuzzy Inference System (ANFIS), Reliability, Application 
Complexity, Component Dependency, Operation Profile,  
Reusability, Fuzzification, Defuzzification, Reliability Model, 
Rule Based Model, Path Based Model, Additive Model, etc. 

I. INTRODUCTION 

 
Software reliability is defined as the probability of failure –

free software operation for a specified period of time in a 
specified environment. The reliability of a software product is 
usually defined to be “the probability of execution without 
failure for some specified interval of natural units or time” [1]. 
Software reliability is a feather of any software. Software 
reliability is depends on performance of successful operations 
and function as well as less complexity, maintainability, 
portability, flexibility and so on. Basically we can say that 
software reliability is a feather of the software that to be 
depend on another feather of the software. Hence, we cannot 
simply define it. In a binary form we can say that if software is 
correct and failure-free then its reliability is 1 else 0. Reliability 
is still predict probabilistically as 

 
 

Software Reliability = [1-probability of failure] 
 
 

Software reliability is mostly depending on reusability of 
the software because reliability of software is directly 
proportional to its reusability. For this purpose many year ago 
object-oriented programming system (OOPS) concept is appear 
for software development. But he was not successful as per 
requirement. After that another concept is appear in 
development floor that is Component Based Software System 
(CBSS) 

 
Component Based Software System (CBSS) is a paradigm 

that aims at constructing and designing systems using a pre-
defined set of software components explicitly created for reuse. 
Component based software development is most promising 
approach for software development today. This approach is 
based on the idea that software systems can be developed by 
selecting appropriate off-the-shelf components and then 
assembling them with well-defined software architecture [2]. 
This new software development approach is very different 
from the traditional approach in which software systems can 
only be implemented from scratch. 

 
This paper presents soft computing techniques for 

reliability estimation for the component based software system. 
Here we will use fuzzy logic for estimating the reliability of the 
software. Fuzzy logic provides logical capabilities as well as 
learning capabilities for decision making. Logically decision 
that is Fuzzy Inference System (FIS) based on fuzzy rule and 
learning capability based on training for decision making that 
is Adaptive Neuro Fuzzy Inference System (ANFIS). In this 
paper we will use both type of facilities are adopted with 
different number of membership function for estimation 
component based software system and analysis that which one 
is provide better reliability for both the models. 

 
Rest of the paper is sorted out as follows Region-2 related 

research work Region-3 proposed framework. Region-4 
proposed methodology for CBS reliability. In Region-5, 
experiments, observation and result analysis of different 
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approaches has been calculated. Paper is concluded with a 
summary and the description for future work in Region-6. 

 

II. RELATED RESEARCH 

 
In this software reliability estimation many number of 

models proposed for estimating CBSS reliability. We can 
summaries these approaches into three types [3]: 

 
 Architecture Based Reliability Models 
 Mathematical Model for Estimating CBSS Reliability 
 Soft Computing techniques for estimating CBSS 

reliability 
 
 
Architecture Based Reliability Models: Shooman, 1976 

“Structural models for software reliability prediction”, here 
consider the possible execution paths for estimating the 
reliability of an application. A sequence of components along 
different paths is obtained by either algorithmic or 
experimental testing [4]. Cheung, 1980 “A user oriented 
software reliability model” user-oriented software reliability 
figure of merit is defined to measure the reliability of a 
software system with respect to a user environment. The 
reliability of a system is expressed as a function of the 
reliabilities of its components and the user profile, Means that 
the current behavior of a component is independent of its 
previous behavior. These models consider transfer among 
components to be Markov behavior, which means that the 
current behavior of a component is independent of its previous 
behavior. These models can be represented in two ways, 
namely, as composite models or as hierarchical models [5]. 
Popostojanova and Trivedi, 2001; Cai et al., 2003; Gokhle, 
2007 "Architecture based approach to reliability assessment of 
software systems" architecture-based reliability models such as 
state-based and path-based models and find out  CBSS 
reliability depends not only on the architecture but also on the 
operational profile for the input[6] . Yacoub, S., Cukic, B., and 
Ammar, H., "Scenario based reliability analysis approach for 
component based systems" in 2004 propose an approach to 
reliability analysis called scenario based reliability analysis. 
This approach introduces component dependency graphs 
(CDGs) which can be extended for complex distributed 
systems. This approach is based on scenarios which can be 
captured with sequence diagrams, which means that the 
approach can be automated [7]. 

 
 
Mathematical Model for Estimating CBSS Reliability: 

Dong, W., Huang, N., Ming, Y., 2008 “Reliability analysis of 
component-based software based on relationships of 
components” a new model for estimating CBSS reliability in 
which various complex component relationships are analyzed. 
The Markov model is used to solve these complicated 
relationships, which have a large impact on a system’s 
reliability. The results were used to develop a new tool to 

calculate software application reliability [8]. Huang, N., Wang, 
D., Jia, X., 2008 “An algebra-based reliability prediction 
approach for composite web services” proposed a technique 
based on algebra which provides a framework for describing 
the syntax and predicting the reliability of a CBSS. If 
operational profiles have been changed, the loop times of 
iteration will be changed [9]. Goswami V., Acharya, Y.B., 
2009 “Method for reliability estimation of COTS components 
based software systems” proposed an approach to CBSS 
reliability analysis which takes the component usage ratio, 
which is the time allotted for a component’s execution out of 
the application’s overall execution time, into consideration. 
This approach can be used in real-time applications [10]. Seth, 
K., Sharma, A., Seth, A., 2010 “Minimum spanning tree-based 
approach for reliability estimation of COTS based software 
applications” an algebra-based reliability prediction 
approach (Huang, N., Wang, D., Jia, X., 2008.) is to be used 
[11]. 

 
 
Soft Computing techniques for estimating CBSS 

reliability: Dimov, Aleksandar, Sasikumar,  and Punnekkat, 
“Fuzzy reliability model for component-based software 
systems” in 2010 a fuzzy reliability model for Component 
Based Software System (CBSSs), based on fuzzy logic and 
probability theory. A mathematical fuzzy logic model was 
based on necessity and possibility is proposed to predict the 
reliability of a CBSS. This model does not require component 
failure data because it is based on uncertainty. However, a 
mechanism is necessary to model the propagation of failure 
between components and failure behavior [12]. Lo, J., 2010 
“Early software reliability prediction based on support vector 
machines with genetic algorithms” proposed a software 
reliability estimation model based on an SVM and a GA. This 
model specifies that recent failure data alone are sufficient for 
estimating software reliability. Reliability estimation area for 
the SVM is determined by the GA. This model is less 
dependent on failure data than are other models [13]. Hsu, C., 
Huang, C., 2011 “An adaptive reliability analysis using path 
testing for complex component based software systems” 
proposed an adaptive approach for testing path reliability 
estimation for complex CBSSs. Path reliability estimation: 
these use sequence, branch, and loop structures. The proposed 
path reliability can be used to estimate the reliability of the 
overall application [14]. Tyagi, K., Sharma, A., 2012 “A rule-
based approach for estimating the reliability of component-
based systems” proposed an approach based on fuzzy logic for 
estimating CBSS reliability. In this approach, four critical 
factors were identified for estimating the reliability of a CBSS. 
They are used to design an FIS for the estimation [15]. Kirti 
Tyagi, Arun Sharma 2014, “An adaptive neuro fuzzy model for 
estimating the reliability of component-based software 
systems” propose a model for estimating CBSS reliability, 
known as soft computing model or an adaptive neuro fuzzy 
inference system (ANFIS), that is based on these two basic 
elements FIS and ANFIS, Here, we analysis its performance 
with that of a plain FIS (fuzzy inference system) for different 
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data sets. This is a hybrid method that requires less 
computational time than traditional approaches and the 
previously proposed FIS approach. [3] 

III. PROPOSED FRAMEWORK 

 
In region-2 research work to read various models that to be 

proposed reliability estimation model and conclude that all the 
models have their own restriction to estimate the reliability of 
the Component Based Software System (CBSS). We have 
proposed an soft computing model But still soft computing 
model have various techniques are available. Some soft 
computing techniques are listed below: 

 
o Fuzzy Inference System (FIS) 
o Artificial Neural networks (NN) and Adaptive 

Neuro Fuzzy Inference System (ANFIS) 
o Support Vector Machines (SVM) 
o Probabilistic  Reasoning (PR) or Probabilistic 

Logic (PL) 
o Evolutionary Computation (EC) 
o Evolutionary Algorithms (EA) 
o K-Nearest Neighbor (K-NN) 
o Genetic Algorithms (GA) 
o Chaos Theory (CT) 
o Hybrid Model 

 
Our proposed soft computing model is based on fuzzy logic 

that to be overcome previously researched restriction and 
estimates the nearest reliability of the Component Based 
Software System (CBSS). 

 
We are using fuzzy logic for software reliability estimation. 

Fuzzy logic is basically if-then rules syntactically. They will 
provide logical capabilities as well as learning capabilities for 
decision making. Logical decision that is Fuzzy Inference 
System (FIS) and learning capability based decision making 
that is Adaptive Neuro Fuzzy Inference System (ANFIS). In 
this paper we will use both type of facility for estimation 
component based software system. Here, we will explain both 
the soft computing technique one by one: 

 
 
 
 
 
 
 
 
 
 
 
 
 

 
Fig. 1 Framework of Fuzzy Inference System 

 

Fuzzy Inference System: A Fuzzy Inference System (FIS) 
is a way of mapping an input space to an output space using 
fuzzy logic. FIS framework is displayed at fig. 1. FIS uses a 
collection of fuzzy membership functions and rules, instead of 
binary logic, to reason about data. The rules in FIS (sometimes 
may be called as fuzzy expert system) are fuzzy production 
rules of the form [25] [26]: 

 
if M then N, where M and N are fuzzy statements. 

 
For example, in a fuzzy rule  

if A is low and B is high then C is medium. 
Here A is low; B is high; C is medium are fuzzy 
statements; X and Y are input variables; Z is an output 
variable, low, high, and medium are fuzzy sets. 

 
 
Adaptive Neuro Fuzzy Inference System: An adaptive 

neuro-fuzzy inference system or adaptive network-based fuzzy 
inference system (ANFIS) is a kind of artificial neural network 
that is based on Takagi–Sugeno fuzzy inference system. It was 
developed in the early 1990s [16] [17]. Since it integrates both 
neural networks and fuzzy logic rules, it has potential to grab 
the benefits of both in a single paradigm. This inference system 
is a set of fuzzy IF–THEN rules that have learning capability to 
approximate nonlinear functions [18]. Hence, ANFIS is 
considered to be a universal estimator [19]. Below figure-2 is 
basic ANFIS structure for two input variable with two 
membership function for each input variable [25].  

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 2 Structure of Adaptive Neuro Fuzzy Inference System 
 

IV. PROPOSED METHODOLOGY 

 
In this paper we will use soft computing techniques for 

software reliability estimation of Component Based Software 
System (CBSS). It paper is based on fuzzy logic based 
computing technique, and we are use FIS and ANFIS. This 
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both the model is to performed in to some input variables. 
There so we will use some software feather for the calculation 
of the software reliability. Those feathers are listed below: 

 
Reusability: Reusability means how to use any component 

in multiple times without any failure or any other restriction 
called software reusability. The reliability of a component is 
directly proportional to its reusability. Component reusability is 
calculated on the basis of components feathers [3] [20] [21] 
[22] [23] [24]. 

 
Component Reliability ∝ Reusability 

 
Reusability of the any software will be based on attributes, 

sub-attributes and there selected metrics. Here we are discussed 
about reusability attributes or Evolutionary model [20] that is 
reusability of the software is depending upon various attributes. 
This attributes are listed below: 

 
o Understandability 
o Portability 
o Maintainability 
o Variability 
o Flexibility 

 
According to software Evolutionary mode, 
 

Reusability of Package = [0.2*Understandability + 
0.2*Portability + 0.2*Maintainability + 
0.2*Variability + 0.2*Flexibility] 

 
According to Reusability attribute model reusability of any 

package is calculating as follows: 
 

Operation Profile: Operation profile means how much 
number of operations was performed successfully. It will be 
directly proportional to its reliability [3] [15]. 

 
Component Reliability ∝ Operation Profile 

 
Component Dependency: Component dependency is 

feather of software. It gives information about how much 
component is dependent on another component [3] [15].  

 
Component dependency ∝ (1 / reliability) 

 
Application Complexity: Application complexity is 

feather of any software that gives information about 
complexity of the software.  Application complexity is directly 
proportional to number of component [3] [15]. 

 
Application Complexity ∝ (1 / reliability) 

 
After the calculating these above software feathers, we are 

applying FIS and ANFIS fuzzy soft computing technique in 
these calculated feathers (ex.-reusability, operation profile, and 

component dependency and application complexity) for 
reliability estimation of the Component Based Software 
System (CBSE). Figure-3 described flow chart of our proposed 
model that to be given below: 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
 
 
 
 
 

Fig. 3 Flow chart of proposed methodology 
 

V. EXPERIMENTS, OBSERVATIONS AND RESULT ANALYSIS 

 
In this part, we are applying our methodology in between 

number of freeware software. We collected software data from 
www.sourceforge.net . Here we will use software data as a 
Jasmin and pBeans. Both the software are various versions are 
available in the www.sourceforge.net  .After collecting the 
software data sets we are calculate the above described feather 
(ex.-reusability, operation profile, and component dependency 
and application complexity) for the estimation of software 
reliability. 

 
After this we are applying our model that is FIS and 

ANFIS: 
 
Fuzzy Inference System model: we are using describes 

feathers as a input data set and calculated software reliability 
with three and five membership function separately. In FIS 
with three membership function total 81rules defined for fuzzy 
inference engine and calculate software reliability. Similarly 
for five membership functions total 625 rules are defined for 
fuzzy inference engine and calculate software reliability with  

Input software 
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basis of three membership function and five membership 
function separately.  

 
Adaptive Neuro Fuzzy Inference System model: we are 

using describes feathers as a input data set and give the 
respective output data or target for learning capability because 
ANFIS is supervised learner.  ANFIS is applied for software 
reliability with three and five membership function separately.  
In FIS with three membership function total 81rules are 
generated automatically for learning capability of inference 
engine, after that give the software reliability as per input data. 
Similarly for five membership function total 625 rules are 
generated automatically for learning capability of inference 
engine, after that give the software reliability as per input 
software data. 

 
The software reliability analysis of FIS and ANFIS is to be 

listed in above Table-I. 
 

VI. CONCLUSION AND FUTURE SCOPE 

 
We are estimate the reliability of component based 

software system (CBSS). CBSS reliability is to be estimated by 
the FIS and ANFIS with two different number of membership 
function. After compression of the output reliability values for 
different input sets, than we are analysis that FIS and ANFIS 
model is provide better result for five membership function as 
compare three membership function. Here, CBSS reliability 
estimation performed based on only four factors that is 
Reusability, Operational profile, Component dependency and 
Application complexity. But CBSS reliability affected by more 
other factor like Fault density, Software quality, Together with 
functionality, Usability, Availability, Performance, 
Serviceability, Capability, Install ability and Maintainability. 
So the addition of this factor is left for future work.  
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Abstract— Software design is very important stage in software 

engineering since it lies in the middle of the software development 

life cycle and costs can be reduced if corrections or improvements 

made in design phase. Some of the existing CASE tools do not 

have the ability to correct or improve software design like EA 

v7.5. 

The present study aims to construct a CASE tool that helps 

software engineers in design phase by assessing or evaluating the 

quality of that design using object oriented design metrics, use 

the developed CASE tool as add-in to work inside Enterprise 

Architect since it has no support for design metrics. So, this 

paper may be considered as an evolvement of such a well-known 

CASE tool like the Enterprise Architect 

In this paper, three tools are developed. First, is “K Design 

Metrics tool (KDM)” as an add-in that works inside Enterprise 

Architect (EA) v7.5 which is a well-known, powerful CASE 

(Computer Aided Software Engineering) tool. KDM tool takes 

the XMI (XML Metadata Interchange) document for the UML 

class diagram exported by EA as input, processes it, calculates 

and visualize metrics, provides recommendations about design 

naming conventions and exports metrics as XML (Extensible 

Markup Language) document in order to communicate with 

other tools namely KRS (K Reporting Service) and KDB (K 

Database). 

A Second tool is K Reporting Service (KRS) “KRS” which takes 

XML document generated by KDM tool as input, parses it and 

gives a report. The report helps the project manager or the team 

leader to monitor the progress and to document the metrics. 

Hence KRS tool is integrated with Enterprise Architect.  

Lastly, K Database “KDB” which takes the same XML document 

generated by KDM tool as input, parses it and stores metrics in 

the database to be used as a historical data. KDB tool is also 

integrated with Enterprise Architect. 

Two object oriented design metrics models are used, namely 

MOOD (Metrics for Object Oriented Design) which measures 

Encapsulation, Inheritance, Polymorphism and Coupling, and 

MEMOOD (Maintainability Estimation Model for Object 

Oriented software in Design phase) which measures 

Understandability, Modifiability and Maintainability. Both 

models are validated theoretically and empirically.  These 

measurements allow designers to access the software early in 

process, make changes that will reduce complexity and improve 

the design. 

All three tools were developed using C# programming language 

with the aid of Microsoft Visual Studio 2010 as integrated 

development environment under Windows 7 operating system 

with minimum 4 GB of RAM and Core-i3 of CPU. 

 

Keywords-MOOD (Metrics for Object Oriented Design); 

MEMOOD (Maintainability Estimation Model for Object 

Oriented software in Design phase); UML (Unified Modeling 

Language); Object Oriented software; Enterprise Architect v7.5. 

 

I.  INTRODUCTION  

Software design (object oriented) is the stage in the 

software engineering process where the executable software 

system is developed. So, it plays a pivotal role in software 

development since it determines the structure of the software 

solution. Once the design has been implemented, it is difficult 

and expensive to change. Therefore, high design quality is 

vital for reducing software cost [23] [3] [17][34] 

Quality assurance plays an important role in monitoring 

software process in the form of umbrella activities (Umbrella 

activities are applied throughout a software project and help a 

software team manage and control progress, quality, change, 

and risk [15]) and in the form of measurement or metrics. 

Without measurements (or metrics), it is impossible to detect 

problems early in the software process, before they get out of 

hand. Metrics therefore can evaluate the process and serve as 

an early warning system for potential problems [20]. 

Many object oriented design metrics have been proposed 

specifically for the purpose of assessing the design of a 

software system such as MOOD (Metrics for Object Oriented 

Design), CK (Chidamber and Kemrer), Lorenz and Kids 

metrics [12]. Some of these metrics (or models) are supported 

by CASE tools due to their importance in evaluating or 

assessing the design of the software system. 

Enterprise Architect (EA) is a well-known CASE tool that 

is used in over 130 countries for designing and constructing 

software systems. EA differentiates from other tools in that it 

supports a comprehensive UML modeling, have a built-in 

requirements management, test management, extensive project 
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management support, Code engineering, and .. Etc. But it does 

not support metrics on software design [25]. 

As been mentioned earlier that software design is a very 

important stage in software engineering since it lies in the 

middle of the software development life cycle and costs can be 

reduced if corrections or improvements made in design phase. 

Some of the existing CASE tools do not have the ability to 

correct or improve software design like EA v7.5.  

The present paper aims to construct a CASE tool that helps 

software engineers in design phase by assessing or evaluating 

the quality of that design using object oriented design metrics, 

using two metrics models namely MOOD (Metrics for Object 

Oriented Design) which measures Encapsulation, Inheritance, 

Polymorphism and Coupling, and MEMOOD (Maintainability 

Estimation Model for Object Oriented Systems in Design 

phase) which measures understandability, modifiability and 

maintainability, and using the developed CASE tool as add-in 

to work inside EA since it has no support for design metrics. 

So, this paper may be considered as an evolvement of such a 

well-known CASE tool like the EA v7.5 

 

II. RELATED WORK 

Many researchers have worked on object oriented design 

by means of quality assurance. Some of them propose tools 

that calculate metrics, other have made surveys about quality 

models. Following a brief explanation about their works: 

Paterson, T et al. (2002) demonstrated the potential for 

deriving a suite of object-oriented design metrics by the XSLT 

(Extensible Style Sheet Language Transformation) processing 

of XMI representations of UML class diagram models. They 

propose a tool that extracts metrics like number of classes 

[13]. 

Girgis, M.R et al. (2009) proposed a tool that automates the 

computation of the important metrics that are applicable to the 

UML class diagrams. The tool collects information by parsing 

the XMI format of the class diagram, and then uses the data to 

calculate the metrics like CK, MOOD [6]. 

Poornima, U.S (2011) stated that quality metrics are 

helpful for the designers in measuring solution architecture for 

better products. By understanding the solution domain of 

object oriented systems and measuring the quality of the 

design using metrics yields to future enhancements [14]. 

Mago, J. et al. (2012) proposed a model based on fuzzy 

logic which serves as an integrated means to provide an 

interpretation of the object oriented design metrics and also 

surveyed MOOD metrics with other metrics [11]. 

Rani, T. et al. (2012) proposed a tool (SD-Metrics) that 

measures the complexity of a class diagram using class 

metrics from XMI files from Argo UML [16]. 

Sharma, A.K. et al. (2012) reviewed quality metrics suites 

namely, MOOD, CK and Lorenz & Kidd, selected some 

metrics and discarded others based on the definition and 

capability of the metrics [22]. 

Hilera, J.R. et al. (2012) made a web service for calculating 

the metrics of UML class diagrams from XMI document. They 

stated that as UML becomes a standard format for specifying 

classes, it is useful to have a web service that quickly runs 

metrics on the diagram and gives developers feedback on the 

class quality [7]. 

Jassim F. et al. (2013), the main goal was to predict factors 

of MOOD metrics for object oriented design using a statistical 

approach.  They also used a linear regression model to find out 

the relationship between factors of MOOD and their influence 

on object oriented software measurements [10]. 

Ahmed S.H. et al. (2013), proposed a hybrid metrics suite 

for evaluating the design of object oriented software early in 

UML design phase. A metrics extraction tool was developed 

which operated on UML design models and corresponded 

XMI files to assure independency results [2]. 

 All studies state that design metrics are important to access 

the software design early in process and make changes that 

will improve the design. None of the above mentioned studies 

fully automate MOOD metrics. In this paper, all MOOD 

metrics were fully automated and another model (MEMOOD) 

is used as an add-in inside EA. None of the above studies 

integrates or improves an existing CASE tool. 

III. SOFTWARE ENGINEERING AND QUALITY ASSURANCE 

According to [9], Software Engineering can be defined as 

the “application of a systematic, disciplined, quantifiable 

approach to the development, operation, and maintenance of 

software; that is, the application of engineering to software”. 

Building an information system using the Software 

Development Life Cycle ( SDLC ) follows a similar set of 

phases see Fig. 1, requirements phase, design phase, 

implementation phase, test phase, installation/checkout phase, 

and operation/maintenance phase [22][26][35]. 

 
Figure 1.  Software Development Life Cycle (SDLC) 

Quality must be defined and measured if improvement is to 

be achieved. Yet, a major problem in quality engineering and 

management is that the term ‘Quality’ is ambiguous, so it is 

commonly misunderstood. The confusion may be attributed to 

several reasons. First, quality is not a single idea, but rather a 

multidimensional concept.  Second, for any concept there are 

levels of abstraction; when people talk about quality, one party 

could be referring to it in its wide sense, whereas another 

might be referring to its specific meaning. Third, the term 

quality is a part of the daily language; the popular and 

professional uses of it may be very different [32]. So, just to 

be clear, Quality can be defined as [9]. The degree to which a 

system, component, or process meets a customer or user’s 

needs or expectations. 

A key element of any engineering process is measurement. 

Using measures allows for better understanding of the 
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attributes of the models that will be created and assessing the 

quality of the engineered products or systems to be built.  

Measure is defined as a quantitative indication of the 

extent, amount, dimension, capacity, or size of some attribute 

of a product or process whereas Measurement is the act of 

determining a measure [15]. Metric is “a quantitative measure 

of the degree to which a system, component, or process 

possesses a given attribute [9].When a single data point has 

been collected (e.g., the number of errors uncovered within a 

single software component), a measure has been established. 

Measurement occurs as the result of the collection of one or 

more data points. Software metric relates the individual 

measures in some way (e.g., the average number of errors 

found per review) [15]. 

 

IV. ENTERPTISE ARCHITECT (EA) 

 

EA is a CASE tool for designing and constructing software 

systems, for business process modeling, and for more 

generalized modeling purposes [30][28]. EA was developed 

by Sparx Systems © and it covers all aspects of the software 

development cycle from requirements gathering, through 

analysis, model design, testing, change control and 

maintenance to implementation, with full traceability 

(identifies the way a given process has been, or is to be, 

developed in a system). [30]. 

EA has proven to be highly popular across a wide range of 

industries and is used by thousands of companies worldwide, 

from large, well known, multinational organizations to smaller 

independent companies and consultants [24].  Sparx Systems 

© software is used in the development of many kinds of 

applications and systems in a wide range of industries, 

including aerospace, banking, web development, engineering, 

finance, medicine, military, research, academia, transport, 

retail, utilities (such as gas and electricity) and electrical 

engineering. It is also used effectively for UML and enterprise 

architecture training in many prominent colleges, training 

companies and universities around the world [24] [29]. For all 

those reasons mentioned earlier in addition to the powerful 

description of UML class diagrams as XMI, this paper tends to 

use EA as a platform for the proposed tools to work with.  

EA is a great UML CASE tool, but we can make it even 

better by adding and extending new functionality in the form 

of an add-in. To fully understand the steps necessary to get the 

add-in running, we should first understand how EA’s add-in 

architecture works[33].  When EA starts up, it will read the 

registry key [HKEY _ CURRENT _ USER \ Software \ 

Sparx Systems \EAAddins].  
Each of the keys in this location represents an add-in for 

EA to load. The (default) value of the key contains the name 

of the assembly and the name of the add-in class separated by 

a dot. EA then asks Windows for the location of the assembly 

(An assembly is a file that is automatically generated by the 

.NET compiler upon successful compilation of every .NET 

application. It can be either a DLL or an executable file), 

which is stored on the COM codebase entries in the registry, 

and it will use the public operations defined in the add-in 

class[33]. 

 

V. ANALYSIS AND DESIGN OF KDM, KRS AND KDB TOOLS 

This section explains in detail the proposed tools from the 

analysis and design point of view.  These tools are named 

KDM, KRS and KDB Tool, which helps the software engineer 

in the design phase of the software life cycle. For modeling the 

proposed tools, The following CASE tools (Edraw Max, 

Microsoft Visio and EA) are used. 

Before start analyzing the proposed tools in detail, it is 

needed to describes them in a general way by showing how 

the final user of the proposed tools like a software engineer, 

project manager or programmer will use them. KDM tool is 

used to calculate the metrics for the OOD and considered 

being the main tool, while KRS tool can help with the 

documentation of the results, and finally KDB tool can help by 

storing the metrics in the database. 

 

A. K-Design Metrics (KDM) Tool 

EA does not support any tool that measures the class 

diagram. So, in this paper KDM tool was developed to work 

from inside the EA as add-in to help software engineer 

understanding the design of the software better by scrutinizing 

the class diagram of that software by means of design metrics. 

In addition, the KDM tool (add-in) can be deployed to work 

on other machines not just on the machine where it is 

developed, so that other software engineers can use it. The 

proposed KDM tool accepts XMI 1.1 for the UML 1.3 

generated by the EA v7.5 as input and calculates metrics for 

that design. 

The output of KDM tool is the value of metrics and 3-

dimension pie chart which visualizes the value of each metric. 

It also gives statistics about that design and produces XML 

document. See Fig 2 which shows the input and output of the 

KDM tool. 

1. KDM Tool in SDLC 

KDM tool operates on UML class diagram either in the 

analysis phase (high-level design) or in the design phase 

(low-level or detailed design). KDM tool is classified as 

Upper CASE Tool (front-end) since it works in the upper 

level of the SDLC. 

2.  How KDM Tool Works 

KDM tool imports XMI document which then will be fed 

into the XMI parser. The parser will extract the required 

information from XMI document and pass it to the metric 

module which contains the MOOD model and MEMOOD 

model which in turn calculates the metrics for that design. 

KDM tool draws 3D pie chart, gives recommendations 

about design naming conventions, and gives design 

statistics, also exports XML document. 

XMI is a way of saving UML diagrams as XML so it 

contains huge data that describes the UML diagram (in this 

paper the class diagram) in detail such as the name of each 

class, its attributes, operations, relationships, style, etc. 
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XMI document is stored either as XML or XMI extension 

which means that the information is represented or 

structured as tags.  

XMI document has a large set of tags. Some are important 

but others are not, such as the style of each class, date of 

creation, etc. The tags used to calculate the metrics in this 

paper are listed in table I with their description. 

 

 
Figure 2.  Input and output for KDM tool (All inside EA) 

 

TABLE I.  XMI TAGS USED IN THIS PAPER 

Tag Description 

 

<UML:Clas

s> 

This tag is used to represent the class element. 

UML: is a namespace (Namespace provides a means to 

distinguish one XML vocabulary from another, which 
enables to create richer documents by combining multiple 

vocabularies into one document type [8]) which stands for 

“omg.org/UML1.3" 

<UML:Attr
ibute> 

This tag is used to represent the attribute of the class 

<UML:Ope

ration> 

 This tag is used to represent the methods of the class 

<UML:Tag

gedValue> 

 

Tagged Values are a way of adding additional information 

to an element 

<UML:Gen

eralization> 

 

 

This tag is used to represent inheritance relationship and it 

has two tagged values: 

"ea_sourceName" which represents source class (sub 
class) that inherits form target class (super class). 

"ea_targetName” which represents target class (super 

class) in which subclass inherits from it. 

<UML:Ass
ociation> 

 

 

 

 

This tag is used to represent association, aggregation and 
composition. We can tell the difference between them by 

their tagged values. It has two tagged values for the source 
and the target classes. 

 

 XMI Parser 

XMI parser is used to extract data from XMI document, 

especially those tags listed in table I. Two important 

programming technologies were used in building XMI parser. 

They are:  LINQ (Language Integrated Query) -to-XML and 

Lambda expressions. XMI parser will store all values of tags 

in lists like a list which contains the names for all classes, 

operations for each class, source classes and target classes for 

generalization relationship, ...etc.  In order to find the name for 

the classes, attributes or operations in the XMI document, the 

following algorithm can be used: 

 

Algorithm: 

Step 1: Read XMI document and load it into XDocument 

object 

Step 2: Determine the tag = “Class” 

Step 3: Repeat for each tag  

Step 3-1: Extract the value of the name attribute of the 

tag 

 Step 3-2: Save the name in the class list 

 Step 3-3: If not finish reading all tags, go to Step 3 

Step 4: Display the class list 

“Class list” will contain the name of each class in the XMI 

document; this list is the basis for all other methods in the 

XMI parser, because in order to find the name of each method 

in some class, it is needed to know the class name first (to 

which class they belong). In addition, to find attributes or 

methods names, the same algorithm can be used except for the 

tag which can be either as “Attribute” or “Operation”. 

In case of inheritance relationship, when it is needed to 

find the source classes (sub classes) and target classes in 

generalization relationship, the following algorithm can be 

used: 

Algorithm: 

Step 1: Read XMI document and load it into XDocument 

object 

Step 2: Determine the relation = “Generalization” 

Step 3: Repeat for each tag  

Step 3-1: Extract the value of the ea_source tag 

attribute of the relation tag 

 Step 3-2: Save the name in a source list 

Step 3-3: Extract the value of the ea_target tag 

attribute of the relation tag 

 Step 3-4: Save the name in a target list 

 Step 3-5: If not finish reading all tags, go to Step 3 

Step 4: Display the list 

 “Source list” and “target list” contain the subtype classes 

and supertype classes in XMI document. By knowing the 

source and target classes in the generalization relationship, this 

will help calculating metrics like MIF or AIF which are 

related to inheritance concept. Thus, to find the source and the 

target list of another relation, only tag relation will change. 

Now consider the following Fig. 3 which represents a simple 

class diagram for aircraft types. 

 

 
Figure 3.  Simple class diagram for aircraft classification 

 

According to the above algorithms, “class list” will 

contain the names for all classes, see table II, Source list” and 

75 http://sites.google.com/site/ijcsis/ 
ISSN 1947-5500 



(IJCSIS) International Journal of Computer Science and Information Security,  

Vol. 13, No. 7, July 2015 
“target list” for generalization relationship can be seen in table 

III. After collecting all required information, it is time to 

calculate the metrics for that design. 

TABLE II.  SAMPLE OF CLASS LIST 

 

 

 

 

 

 

 

TABLE III SAMPLE OF SOURCE AND TARGET LISTS 

 

Source Classes 

Military 

Civilian 

Boeing747 

F16 

F22 

MiG29 

 

Target Classes 

Airplane 

Airplane 

Civilian 

Military 

Military 

Military 

 

 

3.  Suggested Algorithms For Mood Model 

The person who sets the MOOD metrics was Fernando B. 

Abreu [1]. MOOD refers to a structural model of the object 

oriented paradigm like encapsulation as (Method Hiding 

Factor (MHF) and Attribute Hiding Factor (AHF)), 

inheritance as (Method Inheritance Factor (MIF) and Attribute 

Inheritance Factor (AHF)), polymorphism as (Polymorphism 

Factor (POF)), and message passing as (Coupling Factor 

(CF)). Each of the metrics was expressed to measure where 

the numerator defined the actual use of any one of the feature 

for a particular design. In MOOD model, there are two main 

features, namely methods and attributes [3]. 

Attributes are used to represent the status of object in the 

system and methods are used to maintain or modify several 

kinds of status of the objects [21][3]. 

MOOD metrics are designed to meet a particular set of 

criteria. They were also proposed by the MOOD project team. 

MOOD model in detail that will help to explain how to 

calculate each equation of MOOD model. 

 

Algorithm for MHF Metric 

MHF metric is used to measure encapsulation for the class 

diagram, actually for the invisibilities of methods for that 

class.  

Algorithm: 

Step 1: Import and verify XMI document (verification means 

it is XMI document) 

Step 2: Parse XMI document 

Step 3: Define a list for each access modifier of the methods 

Step 4: Repeat for each class 

Step 4-1: Store methods for each class; where the 

public methods are stored in the public list, 

private methods in private list and 

protected methods (if existed) in the 

protected list 

Step 4-2: Go to step4 

Step 5: Calculate MHF equation  

 . . . . . . (1)[19] 

Where: TC = total number of classes. Summation 

occurs over i=1 to TC. Ci = class with index i (current 

class). Md (Ci) = the number of methods defined in 

class Ci. V (Mmi) = Visibility value of a member 

(method or attribute), i.e. a value between 0-1 where 

public members = 1, private members = 0, and semi-

public (e.g. protected) members are calculated as the 

number of classes that can access the member / total 

classes in the system (if working with different 

packages at the same time then the protected member 

is calculated. Otherwise it is considered the same as 

public in which it is equal to 1). 

Step 6: Display MHF for the design 

 

Algorithm for AHF Metric 

AHF metric is used to measure encapsulation for the class 

diagram, actually for the invisibilities of the attributes for that 

class.  

Algorithm: 

Step 1: Import and verify XMI document 

Step 2: Parse XMI document 

Step 3: Define a list for each access modifier of the attributes 

Step 4: Repeat for each class 

Step 4-1: Store attributes for each class; where public 

attributes are stored in the public list, 

private attributes in private list and 

protected attributes (if existed) in the 

protected list 

Step 4-2: Go to step4 

Step 5: Calculate AHF equation  

 ………. (2)[19] 

Where: TC = total number of classes. Summation 

occurs over i=1 to TC. Ci = class with index i (current 

class). Ad (Ci) = the number of attributes defined in 

class Ci . V(Ami) is the same as V(Mmi) except it is 

for the attribute not for the method 

Step 6: Display AHF for the design 

 

A Suggested Algorithm for Finding the Root of 

Generalization or Aggregation Relationship 
Sometimes a number of either a generalization hierarchy 

or aggregation hierarchy exists. This means that there are a 

number of roots in the design. In order to find the root of 

either of them, the following algorithm is suggested. 

 

 

Classes Name 

Airplane 

Military 

Civilian 

Boeing747 

MiG29 

F16 

F22 
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Algorithm: 

Step 1: Import and verify XMI document 

Step 2: Parse XMI document 

Step 3: Determine the type of the relationship 

Step 4: Define lists for root classes, subclasses, and super 

classes. 

Step 5: Repeat for each class in the list of super classes  

Step 5-1: If any class is not in the list of source 

(subclasses), it means that the class does 

not inherit from other classes, so it is a root, 

add it to root list 

Step 5-2: Go to Step 5 

Step 6: If some class is repeated more than once, then delete it. 

Step 7: Display root list 

 

Algorithm for MIF Metric 

MIF metric is used to measure the inheritance of the class 

diagram, which is the ratio of the inherited methods in it.  

Algorithm: 

Step 1: Import and verify XMI document 

Step 2: Parse XMI document 

Step 3: Define a list of source classes (subclasses) and another 

list of the target classes (super classes). 

Step 4: Find the root of the generalization relationship 

Step 5: Repeat for each class in source and target lists 

Step 5-1: Store inherited methods in a list called 

inherited list 

Step 5-2: Go to 5 

Step 6: Calculate the equation of MIF  

 …….… (3) [19] 

Where: TC = total number of classes. Summation 

occurs over i=1 to TC. Ci = class with index i (current 

class). Mi is the number of inherited methods in Ci 

Ma is the number of available methods defined in Ci 

Md is the number of declared methods and not 

inherited in Ci Ma = Md + Mi of class Ci  

Step 7: Display MIF for the design 

 

Algorithm for AIF Metric 

AIF metric is used to measure the inheritance of the class 

diagram, which is the ratio of the inherited attributes in it. 

Algorithm: 

Step 1: Import and verify XMI document 

Step 2: Parse XMI document 

Step 3: Define a list for source classes (subclasses) and 

another list for the target classes (super classes). 

Step 4: Find the root of the generalization relationship 

Step 5: Repeat for each class in source and target lists 

Step 5-1: Store inherited attributes in a list called 

inherited list 

Step 5-2: Go to Step 5 

Step 6: Calculate the equation of AIF  

 …….… (4) [19] 

Where:TC = total number of classes. Summation 

occurs over i=1 to TC. Ci = class with index i (current 

class). Ai is the number of inherited Attributes in 

Class Ci. Aa is the number of available attributes 

defined in class Ci. Ad is the number of attributes 

declared in the class Ci. Aa = Ad + Ai of class Ci. 

Step 7: Display AIF for the design 

 

Algorithm for POF 

POF measures the polymorphism of the class diagrams. 

This metric calculates the ratio of the polymorphic methods 

(degree of overriding in class diagram). 

Algorithm: 

Step 1: Import and verify XMI 

Step 2: Parse XMI document 

Step 3: Calculate the source and target classes 

Step 4: NC = total number of classes 

Step 5: Repeat for each class while < NC 

Step 5-1: Find the descendant classes for each class in 

the target list 

Step 5-2: Find the new (declared) method for each 

class and put them in a list 

Step 5-3: Find the overridden methods and put them in 

a list 

Step 5-4: Go to Step 5 

Step 6: Calculate POF  

 ………… (5) [19] 

Where: TC = total number of classes. Summation 

occurs over i=1 to TC. Ci = class with index i (current 

class). Mo(Ci) is the overridden methods for Class Ci. 

Mn(Ci) is the new methods defined in Class Ci. 

DC(Ci) is the descendant counts (number of 

subclasses) for Class Ci . 

Step 7: Display POF for the design  

 

 Algorithm for CF 
CF is used to measure the coupling of the class diagram 

when one class calls a method of another class, then they are 

coupled. 

Algorithm: 

Step 1: Import and verify XMI 

Step 2: Parse XMI document 

Step 3: Find the source and target classes of the association 

relationship 

Step 4: Concatenate the target list with the source list, remove 

duplication and put it into a new list called c list     

Step 5: Repeat for each class in c list  

Step 5-1: If a class has any relationship but not 

generalization then put it into a list 

Step 5-2: Go to  Step 5 

Step 6: Apply CF equation  

 ……… (6) [19] 

Here: TC = total number of classes. Summation 

occurs over i=1 to TC. Ci = class with index i (current 

class). is_client(Ci,Cj)=1 if Ci contains at least one 

non inheritance reference to a method or attribute of a 

class and Cj=0 otherwise. 
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Step 7: Display CF 

 

Now, after all algorithms about MOOD model are 

explained, consider the following example which illustrates all 

algorithms above, see Fig. 4. Now consider the table IV which 

represents the class diagram as numbers. 

 

 

 
Figure 4.  Simple class diagram for some of university emtities 

TABLE  IV CLASS DIAGRAM ANALYSIS 

Where: Att. is an abbreviation for attribute. M. is an 

abbreviation for method.  + prefix means public modifier.  - 

prefix means private modifier. # prefix means protected 

modifier. 

Fig. 4 shows a simple class diagram with 5 classes, 12 

attributes and 10 methods, to calculate the metrics according 

to the table above using metrics equations. 

1.Encapsulation (Eq. (1) and Eq. (2)) 

MHF =   =  = 20 % 

AHF =  =  = 83.33 % 

2. Inheritance (Eq. (3) and Eq. (4)) 

MIF =  =  = 52.94% 

AIF =  =  = 58.33% 

3.Polymorphism (Eq. (5)) 

POF =  =  = 33.33% 

 

 

4.Coupling (Eq. (6)) 

CF =  =  = 15% 

It is concluded from table V, that AHF, MIF, AIF are 

within the limit while MHF, POF, CF are not within the 

standard limit. So, a correction or a review of the design is 

needed. 

TABLE V Standard intervals for mood model [1] 
Metrics Minimum Value Maximum Value 

MHF 12.7% 21.8% 

AHF 75.2%   100% 

MIF 66.4% 78.5% 

AIF 52.7% 66.3% 

POF 2.7% 9.6% 

CF 4.0% 11.2% 

 

4. Suggested Algorithms for MEMOOD model 

The ever changing world makes maintainability a strong 

quality requirement for the majority of software systems. The 

maintainability measurement during the development phases 

of object oriented system estimates the maintenance effort. It 

also evaluates the likelihood that the software product will be 

easy to maintain. Despite the fact that software maintenance is 

an expensive and challenging task, it is not properly managed 

and often ignored. One reason for this poor management is the 

lack of proven measures for software maintainability [18]. 

 

 Algorithm for Maintainability 

Maintainability is defined as “the ease with which a software 

system or component can be modified to correct faults, 

improve performance or other attributes, or adapt to a changed 

environment” [9]. As class diagrams play a key role in the 

design phase of object-oriented software, early estimation of 

their maintainability may help designers to incorporate 

required enhancements and corrections in order to improve 

their maintainability and consequently the maintainability of 

the final software to be delivered in future. Two quality 

attributes of class diagram, namely understandability and 

modifiability are focused to estimate their maintainability [18]. 

Maintainability means how easy it is for software 

engineer to maintain the design by means of adapting, 

correcting or improving the design. In order to calculate the 

maintainability, understandability and modifiability are used 

along with a number of constants to form the equation (see 

Eq.( 7)). 

Algorithm: 

Step 1: Import XMI 

Step 2: Parse XMI document 

Step 3: Calculate understandability and modifiability 

Step 4: Apply maintainability model  

 

Step 5: Display maintainability  

 

 

Class Att. Method + 

Att. 

-

Att. 

#Att. +M. -

M. 

#M. 

User 4 2 1 3 0 2 0 0 

Student 2 3 0 2 0 3 0 0 

Admin 2 1 0 1 1 1 0 0 

InfoCourse 2 2 0 2 0 1 1 0 

College 2 2 0 2 0 1 1 0 
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 Algorithm for Understandability  

Understandability means how much the software engineer 

understands the design that he is working on or how easy to 

comprehend it. In order to calculate the understandability of 

the design it is needed first to find two metrics, named NC and 

NGenH (see table VI). These two metrics along with some 

constant numbers are used to calculate the understandability of 

the design.  

Algorithm: 

Step 1: Import XMI 

Step 2: Parse XMI document 

Step 3: Calculate NC and NgenH for the design 

Step 4: Apply understandability  

  

Where: NC is the total number of classes. NGenH is 

the number of generalization hierarchies. 

Step 5: Save the value of understandability 

Step 6: Display understandability  

 

 Algorithm for Modifiability 

Modifiability means the ability of software engineer to 

modify the design without affecting it. In order to calculate the 

modifiability of the design it is needed first to find five 

metrics, named NC, Ngen, NgenH, NaggH and MaxDIT (see 

table VI). These five metrics along with some constant 

numbers are used to calculate the modifiability of the design. 

Algorithm: 

Step 1: Import XMI 

Step 2: Parse XMI document 

Step 3: Calculate NC, Ngen, NgenH, NaggH and MaxDIT for 

the design 

Step 4: Apply modifiability equation  

 ………. (9)[18] 

Where: NC is the total number of classes. NGen is the 

number of generalization relationship (inheritance 

relationship between super class and sub class). 

NAggH is the number of aggregation relationship 

hierarchies. NGenH is the number of generalization 

hierarchies in the design. MaxDIT is the maximum 

depth of the inheritance in the design 

Step 5: Save the value of modifiability 

Step 6: Display modifiability 

  

Metrics in table VI have been selected for quantifying 

understandability and modifiability of class diagram. It had 

already been empirically validated that these metrics are 

correlated with understandability and modifiability of class 

diagram [27][4]. 

In order to calculate the Maintainability Estimation model 

see Fig.5  [18], Both the Understandability and the 

Modifiability of the design are used. Understandability in our 

context means the extent of users (software engineer or 

programmer) capability with different backgrounds to 

understand the software design. Understandability of the 

design can be calculated as in Eq. (10)[18].  

 

TABLE VI  SIZA AND CTRUCTURAL COMPLEXITY METRICS FOR UML CLASS 

DIAGRAM 

Metric Name Metrics Definition 

Number of classes (NC) The total number of classes 

Number of attributes (NA) The total number of attributes 

Number of methods (NM) The total number of methods 

Number of associations 
(NAssoc) 

The total number of associations 

 

Number of aggregation (NAgg) 

The total number of aggregation 

relationships within a class 

diagram (each whole-part pair in 
an aggregation relationship) 

Number of dependencies (NDep) The total number of dependency 

relationships 

 

Number of generalizations 
(NGen) 

The total number of generalization 

relationships within a class 
diagram (each parent-child pair in 

a generalization relationship) 

Number of  aggregations  

Hierarchies (NAggH) 

The total number of aggregation 

hierarchies (whole-part structures) 
within a class diagram 

Number of  generalizations  

Hierarchies (NGenH) 

The total number of generalization 

hierarchies within a class diagram 

 

Maximum depth of inheritance 
(MaxDIT) 

It is the maximum of the DIT 

(Depth of Inheritance Tree) values 
obtained for each class of the class 

diagram. The DIT value for a class 

within a generalization hierarchy 
is the longest path from the class 

to the root of the hierarchy 

 

Maximum aggregation hierarchy 
(MaxHAgg) 

It is the maximum of the HAgg 

values obtained for each class of 
the class diagram. The HAgg 

value for a class within an 

aggregation hierarchy is the 
longest path from the class to the 

Leaves. 

 

Modifiability in our context is the capability to modify the 

design without affecting the overall system. See equation 

(11)[18]. 

 

 

After calculating understandability and modifiability 

quality attributes it is possible now to find the maintainability 

of software design. See equation (12)[18]. 
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The values of understandability, modifiability and 

maintainability are of immediate use in the software 

development process. These values may help software 

designers to review the design and take appropriate corrective 

measures, early in the development life cycle, in order to 

control or at least reduce future maintenance cost [18]. 

 

 
Figure 5.   Maintainbility Estimation Model (MEMOOD) [18]          

  

Now go back to Fig.4, the following table VII can be deduced. 

TABLE VII METRICS USED TO CALCULATE MEMOOD MODEL, ALSO SEE TABLE 

VI 

NC Ngen NgenH NaggH MaxDit 

5 3 1 0 2 

 

Where 

 NC is the total number of classes = 5. 

 Ngen is the number of generalization relationships = 

3. 

 NgenH is the number of generalization hierarchy =1, 

since there is only one generalization tree. 

 MaxDit is the maximum number of depth of 

inheritance tree =2, since the User class is in level 0 

of the generalization hierarchy, Student and Admin 

classes are in level 1, and InfoCourse class is in level 

2. 

 NaggH is the number of the aggregation hierarchy = 

0, since there is no aggregation hierarchy. 

 

1. Understandability (Eq. 10) 

Understandability = 1.166 + 0.256*5 – 0.394*1 = 

2.05 

2. Modifiability (Eq. 11) 

Modifiability = 0.629 + 0.471*5 – 0.173*3 – 0.616*0 

–0.696*1+ 0.396*2 = 2.56 

3. Maintainability (Eq. 12) 

Maintainability = -0.126 + 0.645* 2.05 + 0.502*2.56 

= 2.48 

 

5. XML 

XML is a standard technology that is concerned with the 

description and structuring of data by means of tags that are 

similar to HTML ones. XML can be used almost in every 

application especially in the web. See Fig. 6 which represents 

a sample of XML. It can be seen from the figure above that 

XML is used to describe a book; its title, author, price, etc. 

XML sometimes is used as intermediate data that flow 

between applications and these applications passes these XML 

between each other, so XML can be used as a bridge between 

various applications. Going back to Fig. 2, it can be seen that 

XML was used as output from KDM tool which is the main 

tool, KRS and KDB are developed to support it. So, how can 

these tools communicate between each other? The answer is 

by using XML as a bridge between them. XML parser was 

built for that XML in which it will be understood and used 

properly. A specific structure of XML is proposed in this 

paper (see table VIII). 

TABLE VIII XML STRUCTURE OF THE KDM XML OUTPUT 

Tag Description 

<Metrics> This tag is used as root for a number of 

metrics 

<Metric Id=”” /> This tag is used as an identifier for the 
metrics 

<DesignerName> This tag is used to describe the designer 

name 

<ModelName> This tag is used to describe the model 

name 

<MHF> This tag is used to describe the MHF 
metric 

<AHF> This tag is used to describe the AHF 

metric 

<MIF> This tag is used to describe the MIF metric 

<AIF> This tag is used to describe the AIF metric 

<CF> This tag is used to describe the CF metric 

<POF> This tag is used to describe the POF 

metric 

<Understandability>     This tag is used to describe the 
understandability 

<Modifiability>     This tag is used to describe the 

modifiability  

<Maintainability> This tag is used to describe the 

maintainability 

 

A sample of XML document can be seen in Fig. 7 which 

is also the XML output from KDM tool. 

 
Figure 6. XML sample 

 

 
Figure 7. XML output from KDM tool 
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6. KDM Tool Sequence Diagram 

KDM tool sequence of operations starts after importing 

XMI document and ends with exporting XML, see Fig. 8 

 

 
Figure 8.  KDM tool sequence diagram 

B.  KRS (K Reporting Service) Tool 

KRS tool is a reporting tool that is integrated with EA. 

The purpose of this tool is to document metrics as a report for 

a project manager or maybe for the team leader. It is said 

earlier that KRS tool supports KDM tool and they 

communicate by exchanging XML. The input for KRS tool is 

the XML output of KDM tool. So, KRS has a parser for the 

XML generated by KDM tool. The output of KRS tool is a 

crystal report which contains metrics and two graphs, see 

Fig.9. 

 
Figure 9.  Input and output for KRS Tool 

 

1. How KRS Tool Works 
Before discussing how it works, it is needed to know 

where KRS tool works, and in which phase it supports in 

SDLC. KDM tool is an Upper CASE tool and since KRS 

works with the documentation of metrics in the same phase, it 

is deduced that KRS tool is also an Upper CASE tool. KRS 

tool accepts XML document that is generated by KDM as 

input, see Fig. 7. Then XML document proceeds to XML 

parser which extracts the information and prepares it to be fed 

into the report generator and produces a crystal report of the 

design metrics. See Fig. 10. 

. 

 

Figure 10. KRS Tool Workflow 

2. XML Parser 

XML parser extracts the value of each tag listed in table 

VIII from the XML document which is depicted in Fig. 11. 
 

 

Figure 11.  XML Parser 

 

Algorithm: 

Step 1: Import and verify XML 

Step 2: Extract model name and designer name from XML 

document and put them   in a list. 

Step 3: Extract all metrics and put them in a list 

Step 4: End 

 

C. KDB (K Database) Tool 

KDB tool is a database tool that is integrated with EA; 

KDB tool is used to store metrics in a database; may be for 

checking the metrics against another system (design) which 

has similar requirements or used as a historical data. KDB tool 

has the same XML parser of KRS tool. KDB tool accepts the 

same XML which is generated by KDM tool as input, and 

stores the numeric (double data type) value of metrics in the 

database 

1. How KDB Tool Works 
Any tool that supports any phase in SDLC is considered a 

CASE tool, otherwise it is not. Since KDB tool stores metrics 

which are software engineering information and supports 

KDM tool, so, as a result, it is a CASE tool and can be 

considered an Upper CASE tool. KDB tool takes XML 

document which is generated by KDM tool, parses it, and 

formats metrics in a way that can be stored in the database. 
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VI. TESTING THE PROPOSED TOOLS 

A case study has been taken from [5] and modified so that 

all metrics can be calculated. The case study is about a Student 

Registration System at university. By using this system, 

students have access to the information of the available 

courses, and they can also register in the system, it is managed 

by a special user who is allowed to modify the required 

courses in the catalogue. This system was modeled using EA 

v7.5. See Fig. 12 which represents the class diagram for the 

system. This class diagram is exported from EA as XMI which 

will be the input for KDM tool, and by pressing on Metrics 

button the metrics are calculated. See Fig. 13. 

It can be seen that class names group box is filled with all 

classes from the class diagram. MOOD and MEMOOD values 

are calculated. Design statistics can be seen in Fig. 14. 

Form the statistics above, it can be seen that there are 9 

classes, 19 attributes, 28 methods with 9 relations, one 

aggregation hierarchy, one generalization hierarchy and the 

maximum depth of inheritance is 2. Required information 

group box is used to export XML document that contains the 

metrics along with the model name, designer name and model 

id. This document is used as input for KRS and KDB tool. 

Visualization of metrics for example can be seen in Fig. 15 

where red color means that the design is needed to be 

reviewed according to metric value, green color means that the 

metric value is within the allowed range and no review is 

needed. 

 
 

Figure 12.Student Registration System Class Diagram 

 

 

 
 

Figure 13. Metrics for Student Registrations System. 

 

Figure 14. Design Statistics for the Class Diagram. 
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Figure 15.  MIF and AIF Metrics 3D-Pie Chart. 

 

KDM tool supports JAVA design naming conventions of 

the design. See Fig. 16. 

 
Figure 16. Naming Conventions. 

 

By opening KRS tool and importing the XML document 

generated by KDM tool, the output is a crystal report. See Fig. 

17. 

 
Figure 17.  A Crystal Report for the Metrics of the System. 

 

By opening KDB tool and importing XML document 

generated by KDM tool, XML parser will extract metrics and 

KDB tool will load them into the text boxes and into the XML 

tab  .  By pressing on View All Data button, a new form 

will open and it will contain the metrics that are stored in the 

database. See Fig 18. 

 
Figure 18. View All Data Form. 

VII. DISCUSSION OF TESTING RESULTS  

KDM tool has succeeded in calculating MOOD and 

MEMOOD metrics and it gives 100% correct results, because 

the metrics are calculated by hand and have the same values of 

KDM tool. From the results of KDM tool, table IX can be 

deduced. 

TABLE IX  Metrics discussion 
Metric Recommendation Value Within 

the 

limit 

Outside 

the 

limit 

MHF No 

recommendation is 

needed 

17.86   - 

AHF No 
recommendation is 

needed 

84.21   - 

 

MIF 

It is 

recommended 

that the number 

of inherited 

methods in the 

design should be 

reduced 

 

63.04 

 
- 

 
  

AIF No 
recommendation is 

needed 

55.56   - 

CF No 

recommendation is 
needed 

11.11   - 

POF No 

recommendation is 

needed 

9.52   - 

Understandabi

lity 

No 
recommendation is 

needed 

3.08   - 

Modifiability No 

recommendation is 
needed 

3.83   - 

Maintainabilit

y 

No 

recommendation is 

needed 

3.78   - 

 

From the table above, it can be concluded that the design 

is fine and a review must be taken for MIF value. 
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A.  Evaluation of the Proposed Tools  

In this paper questionnaire as in [31] has been conducted 

by a twenty person who are considered as users of the 

proposed tools (programmers and software engineers). The 

samples were taken from people within the field (Computer 

Science and Software Engineering). The questionnaire divided 

into four sections namely: 

1. Evaluating the tools generally, 

2. Evaluating KDM Tool, 

3. Evaluating KRS Tool, and 

4. Evaluating KDB Tool. 
Using SPSS program to get the results, see the table below. 

 

TABLE X QUESTIONNAIRE RESULTS 

Tool Name Questionnaire Result 

Evaluating the tools 

generally 

94.4 

Evaluating KDM Tool 93.8 

Evaluating KRS Tool 96.6 

Evaluating KDB Tool 90.7 

 

VIII. CONCLUSION  

Through the building and testing of KDM, KRS, and 

KDB tools, conclusions were that; KDM tool accepts XMI or 

XML documents generated by EA since EA export UML 

diagram as .XML or .XMI extension. Documentation of 

metrics do helps project managers or team leaders to monitor 

the progress by using KRS tool. Storage of metrics can help 

designers to compare the metrics of some system with others. 

So, it can be used as a historical data by using KDB tool. 

MOOD model help to identify problems of the design by 

means of metrics that uses the OO concepts which allow 

software engineers to early access software design and yet 

improve it. MEMOOD model calculates understandability, 

modifiability, and maintainability of the design which are vital 

to know early in design phase. Without XMI, no UML 

diagram can be described. XML can be used as a bridge 

between tools or as intermediate data. Generics in C# (Lists) 

are really important due to their dynamic allocation.  When 

EA does not support database or reports as add-in, integration 

must be used. 

Future works can be summarized as the follows: 

Developing an add-in for ArgoUML and StarUML to calculate 

metrics since they also do not support metrics for the design. 

Evolving KDM tool to take not just XMI or XML as input but 

also the source code of Java, C# and C++.  
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Abstract-In order to determine the quality of any web application in 
the world, Usability is the one of the most important tool that one can 
use. Web analysis perform several inspections on the websites and 
software and use usability criteria to determine some faults on the 
systems. Usability engineering has being important tool for the 
companies as well, this is due to the fact that through usability 
engineering companies can improve their market level by making 
their products and services more accessible. Know days there some 
web application and software products which are complex and very 
sophisticated, hence usability can be able to determine their success 
or failure. However currently usability has been among the important 
goal for the Web engineering research and much attention is given to 
usability by the industry due to recognition of the importance of 
adopting usability evolution methods before and after deployment. 
Moreover several literature has proposed several techniques and 
methods for evaluating web usability. And however there is no 
agreement yet in the software on which usability evolution method is 
better than the other. Extensive usability evaluation is usually not 
feasible for the case of web development process. In other words 
unusable website increases the total cost of ownership, and therefore 
this paper introduces principles and evaluation methods to be used 
during the whole application lifecycle, so as to enhance usability of 
web applications. 

Keywords-Evolution methods, Web usability, Web usability 
principles, Development process. 

 

I. INTRODUCTION 

Web development is a complex and challenging process that 
has to deal with number of heterogeneous interacting 
components(Murugesan,2008).However the construction of 
Web applications has changed in some discipline, but there 
still lack of proper engineering approach for developing web 
systems, and the whole development process is still un 
engineered(Ahmad et al..,2005).Due to the challenges emerge 
in developing of more usable Web applications, this has led to 
the rise of several techniques, methods, and tools of which 
address usability issues. However much knowledge exist on 
how to develop usable web applications, but many of the 
applications still don’t meet most of customer usability 
expectation (Offutt [29]).On top of that many company know 
days have decline as result of not taking to account web 
usability issues (Becker and Mottay [5]).Hence therefore there 

is need of identifying those usability evaluation methods 
(UEMs) which have been successfully applied to the Web 
development. 
         However web-based applications have influenced 
several domains, which provide access to information and 
services by variety of users showing different characteristics 
and backgrounds. Most user visits websites, and also return 
back to the previously accessed sites, if they some easily 
useful information, organized in a way that facilitates access 
and navigation and presented according to a well-structured 
layout. Therefore we can say the acceptability of Web 
applications by users strictly rely on their usability. 
         Most of literature has reported that most work on web 
applications has been done, on making them more powerful 
but relatively little has been done to ensure the quality of those 
applications. Some of important factors for quality of web 
application are reliability, availability, usability and security. 
It’s estimated that 90% of web sites provide inadequate 
usability. The ISO/ISEC 9126-1 standards mentions six 
principle categories of quality characteristics. Which are 
functionality, reliability, usability, efficiency, maintainability 
and portability. 
         Therefore we can say Web usability is a core component 
of web quality. Without a good usability features, the web 
quality will always be a question mark. 
 

II.RELATED WORK ON UIMS FOR WEB 
APPLICATIONS 

Bray introduced an attempt trying to measure the web in 1996, 
he tried to answer the question such as the size of the web, its 
connectivity and visibility of its sites. Moreover Stolz et al. 
(2005) came with new technique to access the success of 
information driven websites that merged user behavior, 
content of site and structure while utilizing user feedback. 
         Dominic and Jati(2010) evaluated the usability and 
quality of Malaysian University websites based on factors like 
load time, frequency of updates, accessibility errors, and 
broken links using the following tools: Website optimization, 
Check link validator,HTML validator and accessibility testing 
software. Moreover from Treiblmaier and Pinterest’s (2010) 
point of view, you can describe a website based on two main 
criteria: “What is presented?” and “How is it presented”. 
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All academic efforts for developing UIMs for Web 
applications there is still room for improvement. (Rivero and 
Conte, 2012a) identified that emerging of UIMs for Web 
applications should be able to: Find usability problems in 
initial stage of its development, Aid in both identification and 
solution of usability problems. There is an important shortage 
of standard criteria for comparison, therefore UEMs cannot be 
evaluated. Several studies have been done to see which 
measure has been so common and majority of the study used 
thoroughness measure (ratio between the number of real 
usability problems found and the total real usability problems). 
 

           However Palmer (2002) emphasized on the importance 
of metrics in helping organization generate more effective and 
successful websites. Another survey by Hong (2007) on Korea 
organizations also found that a key enabler of website success 
measurement is website metrics. These metrics play two 
important roles: Determining if website perform to the 
expectation of the users and the business running the site, and 
also identify website design problems. 
 

 

 

 
                                                                                            Source: Treiblmaier and Pinterest, 2010 

 

 

III. DEFINING THE TERM USABILITY 

Usability is the term that is generally described as factor of 
system quality, it defines the quality of systems and products 
from human point of view who use the systems (Andrian and 
Emilio, 2003). However the term usability was derived from 
the term ‘user friendly’. However the concept of usability is 
somehow complex to define this is due to the fact that it is 
used in many different context such as performance, execution 
time, and user satisfaction as well as easy of learning. The 
concept is also applied in areas like consumer electronic 
products and communication. Also may refer to efficient 
design of mechanical object such as door locks. In other words 
usability means those people whom use products such as 
software application, can learn it quickly and use it easily to 
accomplish their tasks(Azeem and Kamran,2008.Usability 
enables employee to concentrate more on their work rather 
than on the tool the use to perform the tasks. 
A usable product may refer to a product which: 

• Is efficient to use 
• Is easy to learn 
• Provide quick recovery from errors 
• Is easy to remember 
• Is visually pleasing 
• Is enjoyable to use 

 
Moreover there several definition of usability which vary 
according to the model they are based on ISO standards 
defined usability as “the extent to which a product can be used 

by specified users to achieve specified goals within 
effectiveness, efficiency and satisfaction in specify context of 
use”. Where effectiveness means accuracy and completeness 
with which user archive specified goals, efficiency means the 
resource expended in relation to the accuracy and 
completeness with which user achieve goals and satisfaction is 
described as the comfort and acceptability of use. Where by 
usability problem refer to the aspect that make application 
ineffective, inefficient and difficult to learn and use. 
         Nielsen’s defined usability as Learnability: the ease of 
learning the functionality and behavior of the 
system,Efficiency:the level  of attainable productivity once the 
user has learne.Memmoability:the ease of remembering the 
system functionality so that the casual user can return to the 
system after a period of non-use without needing to learn 
again to use  it.Few errors: the capability of the system to 
feature a low error rate, to support users making few errors 
during the use of the system and in case they make errors to 
help them to easy recover. User’s satisfaction: the measure in 
which the user finds system pleasant to use. 

   

IV. WEB USABILITY CRITERIA  

General usability principles are achieved through usability 
criteria (Tayana and Jobson, 2010), the criteria provide 
guidelines to designers in restricting the space for design 
alternatives hence prevent designers from developing products 
that are not usable. 
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There are three important dimensions that any web developer 
has to focus on i.e. hypertext, data and presentation design 
each dimension consists of number of criteria this part there 
will be explanations on the mentioned dimensions which 
represent great impact on usability of any Web application. 
 
The criteria could be discussed as follows: 

A. Content Visibility  
Refer to the understanding of information structure offered by 
the application, and get oriented with the hypertext, user must 
be able to identify main conceptual classes of the contests of 
the application. 
 
Concepts of identification of Core Information  

The content visibility can be supported by content design, 
where by main classes of content are identified and hence 
structured (Azeem and Kamran, 2000). The identification of 
information entity modeling concept could provide a way in 
full filling the requirement.             

         The content will help in centering Data design, and 
gradually evolve by detailing their structure in terms of 
elementary components, and adding further auxiliary contents 
for accessing and browsing them. 

Hypertext Modularity 

The design of hypertext must be able to support users to 
perceive where core concepts are located, therefore: 

• The hypertext can be organized on areas i.e. 
modularization constructs, where you group pages 
with homogeneous contents. 

• However areas must be defined as global landmarks 
accessible through links grouped in global navigation 
bars that are displayed in any page of the application 
interface. 

• For each area, the most reprensetive pages can be 
defined as local landmarks, reachable through local 
navigation bars displayed in any page within an area. 

However learnability and memorability could be enhanced by 
the use of hierarchical landmarks within pages. Landmarks 
indeed provide intuitive mechanisms for highlighting the 
available contents and the location within the hypertext where 
are placed. 

B. Ease Of  Content Access  
After users have identified main classes of content the 
application deals with, they have to be provided with facilities 
for accessing the specific content items they are interested in. 

 
 

 

. 
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Figure 2.User login to the system 

 
 

 
 
Figure 3.User home page 

 

 
 

                   Figure 4.User specifics page 

 
Source: www.elearning.mzumbe.ac.tz 
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Identification of Access Information Concepts 
  
As discussed the design of access paths for retrieving core 
content items can be facilitated if designers augment the 
application contents with access concepts corresponding to 
classification criteria or contexts over core concepts, enabling 
users to progressively move from broader to narrower 
categories, until they locate the specific core concept of 
interest. 

Navigation Access and Search-Based Access 

In order to facilitate the access to specific instance of core 
concepts, access concepts defined at data level should be used 
to construct navigational access mechanism that typically 
consist of multi-level indexes (Alan and Gregory, 2004), 
which possibly distributed on several pages, bridging of pages 
with high visibility, such as the Home Page or the entry page 
of each area, to pages devoted to the publication of core 
concepts.  

       Moreover navigational access is very often complemented 
with direct access, especially in large Web applications i.e. 
keyword-based search mechanisms, which enable bypass 
navigation and rapidly reach the desired information object. 
Also direct access mechanism are essential in interfaces (such 
as those of mobile devices) that are unable to support multiple 
navigation steps. In traditional hypertext interfaces they 
enhance orientation when users get lost by moving along 
navigational access mechanisms. 

C. Ease of Content Browsing 

Usually the auxiliary contents related to each single core 
concept must be easily identified by users, as well as the 
available interconnections among different core concepts. 

Core Concepts Structuring and Interconnection 

The user understanding of content structuring and of the 
semantic interconnection defined among different content 
classes, enhance the ease of use and learnability of the web 
application (Luis and Tavana, 2013). And therefore when the 
identified core concepts represent a structured and complex 
concept, it is recommended to expand them via top-down 
design into a composite data structure. 

        Moreover the semantic interconnection among core 
concepts must be established for reproducing a knowledge 
network through which users can easily move for exploring 
the information contents. 

V.  EVALUATION METHODS 

Evaluation methods are mainly aimed on assess the 
application functionality, to verify the effect of its interface on 
user, also to identity any specific problem with the application 
such as aspects which show unexpected effects when used in 
their intended context(Azeem and Kamran,2008). Also 
evaluating Web applications in particular consists of verifying 
if the application design allows users to easily retrieve and 
browse content, and invoke available service and application 
they need. This therefore implies not only having appropriate 
contents and service available into the application but also 
making them easily reachable by users through appropriate 
hypertexts. 
 

However the development of a Web system is a continuous 
process with an interactive life cycle of analysis. Design, 
implementation and testing(Murugesan 2008).However what 
we need really is a different focus on evaluation methods and 
a new categorization system according to the purpose and 
platforms as Web and Website evaluation methods according 
to Stolz et al. & Hasans work. 
 

• Website evaluation methods(WSEMs) could be: 
i) User-based usability evaluation methods 
ii) Evaluator-based usability evaluation methods 
iii) Automatic website evaluation tools ie Bobby,Lift 

• Web evaluation methods(WEMs) could be: 
i) Web analytics tools ie Google analytics 
ii) Link analysis methods ie Page Rank 

      
A. Website Evaluation (WSEMs) 

 
Limited number of website can be measured manually or 
automatically by the WEMs measure, based on some criteria 
so as to achieve quality website. However the manual testing 
can be done as well but output of such evaluation consists of 
list of usability problems and recommendation to improve the 
tested website. Some of other evaluation methods are: 
 
1) User-based Usability Evaluation Methods 
Process of design for usability, user testing and redesign is 
called User centered Design (Former and Bosch, 2004; 
Nielsen, 1993).The term “usability evaluation” refers to the 
entire test, planning and conducting the evaluation and 
presenting the results. However the main goal of usability 
evaluation is to measure the usability of the system and 
identify usability problems that can lead to user confusion, 
errors or dissatisfaction (Larusdottir, 2009).The user 
evaluation approach consists of set of methods that employs 
representative user to execute some tasks on specific system. 
The user performance and satisfaction with the interface are 
then recorded. And the most useful method in this category is 
user testing. 
           User Testing, when users use the system they normally 
work towards accomplishing specific goals in their minds 
(Stone et al., 2005).A goal is an abstract end result indicating 
what is to be achieved, and can be attained in numerous ways. 
Also each goal breaks into a task specifying what a person has 
to do, and then each task decomposes into an individual step 
that needs to be undertaken. User should be able to do basic 
tasks correctly and quickly. In order to select tasks the 
examiner begins by exploring all the tasks within the website 
then narrowing them down to those that are the most 
important to users. Moreover a good task is the one that 
discovers a usability problem or one that reveals and error that 
is difficult to recover from. Next step is how to present 
selected task to the participants and one way to do this is by 
using a “scenario” in which the task is embedded in a realistic 
story. 
          However it is important to test users individually and let 
them solve the problems on their own. Actually the purpose of 
usability study is to test the system and not the users, and this 
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aspect must be explicitly explained to tested users (Nielsen, 
1993; Stone et al., 2005).Metrics can be collected from user 
testing; time for users to learn a specific function speed of task 
performance, type and rate of users’ errors, user retention of 
commands over time and user satisfaction. 

 
2) Evaluator-based Usability Evaluation Methods 
Evaluator or Experts inspects the interface and assess system 
usability using interface guidelines, design standards, users’ 
tasks, or their own knowledge, depending on the method to 
find possible user problems (Larusdottir, 2009).Moreover the 
inspectors can be usability specialists or designers and 
engineers with special expertise (Matera et al.,2006).In this 
category, there many inspection methods such as cognitive 
walkthrough, guideline reviews,standard inspection and 
heuristic evaluation(Hasan,2009). 
         However heuristic Evaluation is the most efficient 
usability method, because is a special variable when time and 
resource are scarce. There number of evaluators assesses the 
application and judge whether it confirm to a list of usability 
principles, namely ‘heuristics’(Hasan,2009).During heuristic 
evaluation process each evaluator goes individual into a 
system interface at least twice ,and the output obtained from 
such evaluation is a list of usability problems with reference to 
the list of violated heuristics. However by principle heuristic 
evaluation can be conducted by only one evaluator, whom can 
find about 35% of total usability problems (Neilsen, 1993).But 
Matera et al .(2009) believed that better results are obtained by 
having five evaluators and certainly not fewer than three for 
reasonable results. 
 
3) Automatic Website Evaluation Tools 
 Automatic tools are software that automates the collection of 
interface usage data and identify potential Web problems. First 
study was conducted by Ivory and Chevalier (2002), who 
concluded that more research was needed to validate the 
embedded guidelines and to make the tool usable. And 
therefore Web professional cannot rely on them alone to 
improve websites. Brajnik (2004b) mentioned several kinds of 
We-testing tools that can be used: accessibility tools such as 
Bobby, usability tools such as LIFT, performance tools such 
as TOPAZ, Security tools such as Web CPO, and classifying 
website tools such as Web Tango, He also stated that the 
adoption of tools is still limited due to the absence of 
established methods for comparing them and also suggested 
that the effectiveness of automatic tools to be itself evaluated. 
 
B. Web Evaluation Methods (WEMs) 
 
The method studies the web as whole by calculating statistics 
about the detail use of the site and providing Web- traffic data, 
visibility, connectivity, ranking and overall impact of a site on 
the Web. 
 
1)Web Analytics tools 
Web analytics have been defined by the Web Analytics 
Association as “the measurement, collection, analysis and 
reporting of Internet data for the purpose of understanding and 
reporting Web usage” (Fang, 2007).However these tools 
automatically calculate statistics about the detail use of site 

helping. By origin, Web analytics is a business tool that 
started with some webmasters inserting counters on their 
home pages to monitor Web traffic. However most Web 
analytics studies target e-commerce, the method can be 
applied to any website (Prom, 2007).The two well-known 
Web analytics tools are Google Analytics and Alexa. 
         Google Analytics, google purchased a Web analytics 
company called Urchin software in 2005 and released Google 
Analytics to the public in 2006(Fang, 2007; Hasan et al., 
2009).However the service is free for up to five million page 
views per month per account. Once signed for google 
Analytics, Google offers users code that must be inserted into 
each web page to be tracked. Visual data results are displayed 
with a wealth of information as to where visitors come from, 
what pages they visited, how long they stayed on each page, 
how deep into a site they navigated, etc.(Fang,2007). 
          Alexa, refer to a website metrics system owned by the 
Amazon Company that provide a downloadable toolbar for 
internet explorer users. Calculates traffic rank by analyzing the 
Web usage of Alexa toolbar users for three months or more as 
a combined measure of page views and reach(the number of 
visitors to the site).Although this information is useful, Alexa 
ranking is biased towards MS Windows and Internet Explorer 
users(Scowen,2007). 
 

VI .SELECTION OF APPROPRIATE EVALUATION 

METHOD(S) 

The evaluation of Indian Banking website navigability 
performed by Kaur and Dani found that Alexa and Google 
PageRank do not have significant correlations with 
navigability metrics, indicating that popularity and importance 
are not good indicators of website navigability; therefore the 
traffic data the back-links of websites are not meaningful 
measures of site navigation assessment. Moreover Cho and 
Adams (2005) added that PageRank is not a metric of page 
quality; Further, Hong (2007) stated that most organizations 
use Web metrics to determine site traffic or popular content 
but seldom used them to improve navigation Jalal et al. (2010) 
and Noruzi ( 2006) concluded that the Webometric   method is 
an imperfect tool to measure the quality of website and that it 
reflects unreliable results in most cases. 
      The findings of these five studies hence support the 
argument that WEMs, such as the Web analytics tools and the 
link analysis methods, do not discover navigation problems 
accurately nor do not measure website quality.  Further, it 
seems that WEMs are complementary approaches since they 
do not definitely discover usability problems of a site, rather 
they just indicate their probability. However Link analysis 
method do not discover navigation problems accurately nor do 
not they measure website quality. It seems that WEMs are 
complementary approaches since they do not definitely 
discover usability problems of a site, rather they indicate their 
probability. 
       In other words even though usability testing demonstrate 
how real user interacts with a website and the exact problem 
they face, it’s not enough to measure the success of the site or 
describe the interaction of large number of users with it 
(Hasan, 2009).Therefore this highlight the weakness that 
WEMs such a user evaluator or automatic evaluation methods 
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cannot provide traffic data, Web ranking of site or its online 
visibility among others. 
       Therefore, the choice of appropriate evaluation method 
depend greatly on the purpose of the evaluation itself. If the 
intention is to redesign the website and wanted to discover 
most of its potential usability problems, then the best 
evaluation methods are user testing and expert evaluation, 
while an automatic tool or Google analytics is useful 
complement in this situation. If the goal of evaluation is to 
redesign a website then WEM is the best approach, while 
WEMs are not useful enough in this circumstance. 
 

VII.CONCLUSION 
In conclusion, in order to address the challenges of developing 
complex Web systems, “Web engineering” is an emerging 
discipline for the implementation of engineering principles to 
promote high quality websites that attract visitors (Andrina 
and Viado, 2000). Web measuring has become a valuable area 
of ongoing research, but unfortunately the field is not yet 
mature; Web evaluation method are so many on literatures but 
they lack studies that classify, compare and determine the 
appropriate evaluation methods. 
      However some previous studies confused the term “Web 
evaluation method” with “Website evaluation methods” since 
they did not distinguish between diverse platforms of 
assessment methods and also did not address the purposes 
behind such evaluation. For example some of the study 
evaluate the web in terms of the ranking and connectivity of 
the sites, others assess specific websites to discover there 
usability problems. 
      Lastly the purpose of Web evaluation is to determine the 
appropriate methods to be used. If the purpose is to redesign 
the website, then the scope of evaluation is WSEM, and 
therefore as stated by the literature the best evaluation 
methods are user testing and expert evaluation, while 
automatic and Web analytics tools (complementary) could 

provide a first insight into the status of the website. Similarly, 
if Web ranking and traffic statistics are of interest, then the 
scope of evaluation is WEMs; thus the best way is to use a 
Web analytics tool such as Alexa. 
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